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ABSTRACT

In TREC 2007, we participate in four tasks of the Blog and En-
terprise tracks. We continue experiments using Terfig4], our
modular and scalable Information Retrieval (IR) platfoand the
Divergence From Randomness (DFR) framework. In particular
for the Blog track opinion finding task, we propose a statadti
term weighting approach to identify opinionated documeris
alternative approach based on an opinion identificatiohisoalso
utilised. Overall, a 15% improvement over a hon-opinioddiase-
line is observed in applying the statistical term weightapgproach.

In the Expert Search task of the Enterprise track, we ingatgithe
use of proximity between query terms and candidate nameroccu
rences in documents.

1. INTRODUCTION

This year, in our participation in TREC 2007, we participate
the Enterprise and Blog tracks. For both tracks, we contthaee-
search and development of the Terrier platform, and coatitavel-
oping state-of-the-art weighting models using the Divamgefrom
Randomness (DFR) paradigm.

In the expert search task of the Enterprise track, we coatinu
our research on our voting techniques for expert search@neiv
CERC test collection. In particular, we investigate thefulsess
of candidate and query term proximity and also how query Bxpa
sion can be successfully applied to the expert search taskthE
document search task, we investigate the combination afrdent
priors, and techniques to take feedback documents intaiatco

In our first participation in the Blog track, we participateall
tasks, namely the opinion finding task (and polarity subtaakd
the blog distillation (aka. feed search) task. In the opinfimd-
ing task, we deploy two opinion detection techniques. Thst &
based on a dictionary of weighted terms, which we use to ifyent
opinions in blog documents. The second technique is baséuteon
application of the OpinionFinder tool [19] to detect subipty and
opinions in documents.

Lastly for the blog distillation task, we view this as a ramigiof
aggregates, which is similar to the expert search task. Herea-
son, our participation in the blog distillation task revedvaround
the adaption of our voting techniques for expert search.

Our paper is structured as follows: We describe the DFR wieigh
ing models that we apply in this work in Section 2; and the xiig

Information on Terrier can be found at;
http://ir.dcs.gla.ac.uk/terrier/

procedure that we used in Section 3. Both document searkf tas
are then described, namely the opinion finding task of thegBlo
track in Section 4, and the document search task of the Higerp
track in Section 5. We describe the expert search task of tierE
prise track in Section 6, followed by the closely-relateddo{feed)
distillation task of the Blog track in Section 7.

2. MODELS

Following from previous years, our research in Terrier cemin
extending the Divergence From Randomness framework (DHR)
The remainder of this section is organised as follows. $a@il
presents existing field-based DFR weighting models, whde-S
tion 2.2 presents our existing DFR model, which captures -
pendence and proximity. Section 2.3 presents the Bol DAR ter
weighting model for query expansion.

2.1 Field-based Divergence From Randomness
(DFR) Weighting Models

Document structure (or fields), such as the title and the @nch
text of incoming hyperlinks, have been shown to be effeciive
Web IR [4]. Robertson et al. [18] observed that the linear com
bination of scores, which has been the approach mostly wmed f
the combination of fields, is difficult to interpret due to then-
linear relation between the scores and the term frequentiesch
of the fields. In addition, Hawking et al. [6] showed that teadth
normalisation that should be applied to each field dependhi®n
nature of the field. Zaragoza et al. [20] introduced a fieldeoh
version of BM25, called BM25F, which applies length norreati
tion and weighting of the fields independently. Macdonalal i8]
also introducedNormalisation 2F in the DFR framework for per-
forming independent term frequency normalisation and g
of fields.

In this work, we use a field-based model from the DFR frame-
work, namely PL2F. Using the PL2F model, the relevance sabre
a documentl for a queryQ is given by:
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where\ is the mean and variance of a Poisson distribution, given
by A = F/N; F is the frequency of the query tertrin the whole
collection, andN is the number of documents in the whole col-
lection. The query term weightw is given byqt f /qt fmaz; gtf



is the query term frequencyjt fima. is the maximum query term
frequency among the query terms.

In PL2F,t fn corresponds to the weighted sum of the normalised
term frequenciesf for each used field, known asNormalisation
2F [8]:
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wheret f; is the frequency of ternt in field f of documentd;

Iy is the length in tokens of field in documentd, andavg_ly is

the average length of the field across all documerytss a hyper-
parameter for each field, which controls the term frequermyal-
isation; the importance of the term occurring in figlés controlled
by the weightwy.

score of a pair of query terms in a document as follows:

score(d,p) =

1
pfn+1 ( log, (avg-w — 1)! + log, pfn!
log, (avg-w — 1 — pfn)!

pfnlog,(pp) (6)
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whereavg w = ——— is the average number of windows of
sizews tokens in each document in the collectidw,s the number
of documents in the collection, afdis the total number of tokens
in the collection.p, = av—lwflp; =1 — D andpfn is the.nor.-
malised frequency of the tupje as obtained using Normalisation
2:pfn = pf -log,(1 + ¢cp - 2&2=1) When Normalisation 2 is

l—ws

Note that the classical DFR weighting model PL2 can be gener- applied to calculatg fn, pf is the number of windows of sizes

ated by usindNormalisation 2 instead of Normalisation 2F fatfn
in Equation (1) above. Normalisation 2 is given by:

tfn:tf-log2(1+c~%g'l)(c>o) @)
wheretf is the frequency of term in the document; [ is the
length of the document in tokens, andg_l is the average length
of all documentsg is a hyper-parameter that controls the normali-

sation applied to the term frequency with respeat to

2.2 Term Dependence in the Divergence From
Randomness (DFR) Framework

We believe that taking into account the dependence andmroxi
ity of query terms in documents can increase the retrieattfe-
ness. To this end, we extend the DFR framework with models for
capturing the dependence of query terms in documents. Wollo
ing [2], the models are based on the occurrences of pairsafyqu
terms that appear within a given number of terms of each ather
the document. The introduced weighting models assign sdore
pairs of query terms, in addition to the single query terms.

The score of a documedtfor a queryQ is given as follows:

score(d,Q) = Z qtw - score(d,t) + Z score(d,p) (4)

teqQ PEQ2

where score(d, t) is the score assigned to a query tefrin the
documentd; p corresponds to a pair of query terni@; is the set
that contains all the possible combinations of two quergngerin
Equation (4), the scor{teQ qtw - score(d,t) can be estimated
by any DFR weighting model, with or without fields. The weight
score(d, p) of a pair of query terms in a document is computed as
follows:

score(d,p) = —logy(Pp1) - (1 — Pp2) (%)

whereP,; corresponds to the probability that there is a document in
which a pair of query termpg occurs a given number of timeg,;

can be computed with any randomness model from the DFR frame-

work, such as the Poisson approximation to the Binomiatibist
tion. P,o corresponds to the probability of seeing the query term
pair once more, after having seen it a given number of tini&s.
can be computed using any of the after-effect models in thR DF
framework. The difference betweewore(d, p) and score(d, t)
is that the former depends on counts of occurrences of theopai
query term®, while the latter depends on counts of occurrences of
the query ternt.

This year, we apply the pBiL2 randomness model [7], which
does not consider the collection frequency of pairs of quemns.
It is based on the binomial randomness model, and compuges th

in documentd in which the tuplep occurs. [ is the length of the
document in tokens ang, > 0 is a hyper-parameter that controls
the normalisation applied tofn frequency against the number of
windows in the document.

2.3 The Bol Term Weighting Model for Query
Expansion

Terrier implements a list of DFR-based term weighting mod-
els for query expansion. The basic idea of these term weighti
models is to measure the divergence of a term’s distributioa
pseudo-relevance set from its distribution in the wholdemion.
The higher this divergence is, the more likely the term iatied to
the query’s topic. Among the term weighting models impletedn
in Terrier, Bol is one of the best-performing ones [1].

The Bol term weighting model is based on the Bose-Einstein
statistics. Using this model, the weight of a tetnm the exp_doc
top-ranked documents is given by:
1 + P7L
P @
where exp_doc usually ranges from 3 to 10 [1]. Then, the top
exp-term with the largestu(t) from theexp_doc top-ranked doc-
uments are selected to be added to the query_term is usually
larger tharexp_doc [1]. P, is given by%. F is the frequency of
the term in the collection, and¥ is the number of documents in the
collection. tf, is the frequency of the query term in thep_doc
top-ranked documents.

Terrier employs a parameter-free function to deterngine when
query expansion has been applied (see Equation (1)). Thg que
term weight of a query term is then given as follows:

w(t) =tfz - log, + log, (1 + Pp)

qtf w(t)
tw = _ 8
q qtfmaz hHlFﬂtfQC w(t) ( )
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wherelimp_,. 7, w(t) is the upper bound ab (). Pn mae IS given
by Finaz/N. Fmas is the F' (frequency in the collection) of the
term with the maximumw(t) in the top-ranked documents. If a
query term does not appear in the most informative terms fign
top-ranked documents, its query term weight remains equtde
original one.

3. INDEXING

This year we participate in both the Blog and Enterprisekisac
The test collection for the Blog track is the TREC Blogs06 ted-
lection [10], which is a crawl of 100k blogs over an 11-weekipe:
During this time, the blog posts (permalinks), feeds (RSSLXM



etc.) and homepages of each blog were collected. In ourcpzati Score(d, Qopn) by the following equation:

tion in the Blog track, we index only the permalinks compdnain

the collection. There are approximately 3.2 million docmtsein P(op|d, Qopn) = Score(d, Qopn)

the permalinks component. > Score(d, Qopn)
For the Enterprise track, a new collection has been depltyisd d€ Ret(Qopn)

year, namely the CSIRO Enterprise Research Collection @ER  where Ret(Q.,n) is the set of documents containing at least one

which is a crawl of thecsi ro. au domain (370k documents).  of the 100 most opinionated terms in the dictionary. The fifual-

(10)

CSIRO is a real Enterprise-sized organisation, and thigcton ument ranking for a given new quefy is based on the combined
is a more realistic setting for experimentation in EntesgiiR than relevance scor€core.om(d, Q). We have experimented with dif-
the previous enterprise W3C collection. ferent combination methods such as the linear combinatidirttze
For indexing purposes, we treat both collections in the same rank-based combination on last year's opinion finding tasglcs.
using the Terrier IR platform [14]. In particular, to supptire field- The above combination method seems to be the most effective.
based weighting models, we index separate fields of the deitan Our second opinion detection approach uses OpinionFirl@gr
namely the content, the title, and the anchor text of theriring a freely available toolkit, which identifies subjective tertes in
hyperlinks. Each term is stemmed using Porter's Englisimster, text. For a given document, we adapt OpinionFinder to preduc
and normal English stopwords are removed. an opinion score for each document, based on the identified op

ionated sentences. We define the opinion séaxe-e(d, OF') of a
documentd produced by OpinionFinder as follows:

4. BLOG TRACK:

OPINION FINDING TASK Score(d, OF) = sumdif f - 2217 11)
In our participation in the opinion finding task, we aim tottes #sent
two novel approaches to opinion detection. The first one igha-| where#subj and #sent are the number of subjective sentences
weight dictionary-based statistical approach, and therstone and the number of sentences in the document, respectivetyd: f f
applies techniques in Natural Language Processing (NLPufio- is the sum of theli f f value of each subjective sentence in the doc-
jectivity analysis. We conduct experiments to see to whidlers ument, showing the confidence level of subjectivity estadaby
these two approaches improve the performance in opinioecdet  OpinionFinder.
tion over the baseline. We introduce the two opinion detectip- For a given new query, such an opinion score is then combined
proaches in Section 4.1 and discuss our experiments indbet2. with the relevance scoigcore(d, Q) to produce the final relevance
score in the same way as described above for the dictioresgeb

4.1 Opinion Detection Approaches approach. The only difference is to useore(d, Qopn) instead

of Score(d,OF) in Equations (9) & (10). The parametérin
Equation (9) is set ta00 based on training on last year’s opinion
finding task topics.

Our dictionary-based approach is light-weight becauseie-
ion scoring of the documents are performed offline (i.e. o
retrieval), and such a scoring process is hot computatipeapen-
sive. Compared with the dictionary-based approach, owrgkap-
proach is based on the NLP subjectivity analysis technigubih
is more computationally expensive than the first one - forainse
calculating opinion scores from the dictionary takes a feaosds,
while running OpinionFinder on a subset of the collection tzkes
weeks of CPU hours.

Firstly, inspired by participants in last year’s opinionding
task [15], we propose a dictionary-based statistical agghoto
opinion detection based on a list of approximately 12,000lEh
words derived from various linguistic sources. For a setaihing
queries, we assume that D(Rel) is the document set congadtin
relevant documents, and D(opRel) is the document set condgi
all opinionated relevant documents. D(opRel) is a subsb(BEl).
For each ternt in the word list, we measure,. (t), the diver-
gence of the term’s distribution in D(opRel) from that in (R
This divergence value measures how a term stands out from the
opinionated documents, compared with all relevant, yeheces-
sarily opinionated, documents. The higher the divergescéhie
more opinionated the term is. In our experiments, the opinio ;
weight wopn (t) is assigned using the Bol term weighting model 4.2 Ex_perlm_ents ] o
in Equation (7). We submit the 100 most weighted terms as gyque All our six submitted runs use the PL2F field-based weighting

Qopn to the system, and assign an opinion scstere(d, Qopn ) modgl in.Equations (1) & (2). Our opinion.retrieval runs arens

to each document according @, Using the PL2 document marised in Table 1. Firstly, on top of the title-only baselifuog- _
weighting model (see Equations (1) & (3)) with the defaultama- BOPF), rl.m.uogBOPFProx tests thg use of th.e DFR.-based pBiL2
eter setting: = 1. term proximity model (Equation (6)) in enhancing retriepatfor-

For each retrieved document for a given new query Q, we com- mance. Run uogBOPFProxW differs from uogBOPFProx by the

bine the relevance scofzore(d, Q) produced by a document weight- Use of our first opinion detection approach. Secondly, coatpa
ing model (e.g. PL2F in Equations (1) & (2)) with the opiniaose to the title-description baseline (uogBOPFTD), run uog BEOBW

Score(d, Qopn). Our combination method is as follows: uses the first opinion detection approach, while run uog BTG+

applies our NLP-based opinion detection approach usingiGmpi

—k Finder. Because of the time constraint, we only finishedipgra

Scorecom(d, Q) = 1092 P (0p|d, Qopn) + Score(d, Q) (9) small portion of the retrieved documents using OpinionEmfbr

our submitted run. In this paper, we also report the restitained

where the final combined relevance scét@recom(d, Q) is the based on a complete parsing of the retrieved documents Ggiimg

sum of the raw relevance scafeore(d, Q) with the inverse form ionFinder.

of the logarithm function of opinion probabiliti? (op|d, Qopr). k Finally, one polarity run was submitted, where the opiniait-c

is a scaling factor. Based on training on last year’s opifiioding egorisation is based on the dictionary-based opinion fodip-

task queries, we usk = 600 in our submitted runs. The opin-  proach. For each type of opinion relevance degree (positieg-
ion probability P(op|d, Q.pn) is mapped from the opinion score  ative or mixed), we measure the divergence of each termts-dis



Run Techniques

uogBOPF(Base) T-only queries + PL2F
uogBOPFProx uogBOPF + proximity
uogBOPFProxwW uogBOPFProx + dictionary
uogBOPFTD(Base) TD queries + PL2F
uogBOPFTDW uogBOPFTD + dictionary
uogBOPFTDOF uogBOPFTDW + OpinionFinde

Table 1: Techniques applied in the submitted runs in the Blog
track opinion finding task.

[ Run | MAP(rel)  P@10(rel) MAP(op) P@10(op)
[ median | 0.3340 - 0.2416 -]
Title-only runs
uogBOPF(Base) 0.3532 0.6120 0.2596 0.4200
uogBOPFProx 0.3812 0.6740 0.2817 0.4540
uogBOPFProxwW 0.4160 0.7200 0.3264 0.5520
Title-description runs
uogBOPFTD(Base) 0.3868 0.7420 0.2971 0.4880
uogBOPFTDW 0.4033 0.7600 0.3182 0.5580
uogBOPFTDOF 0.3872 0.7300 0.2995 0.4920
uogBOPFTDOFa 0.4064 0.7560 0.3251 0.5620
[ uogBOPFPol | RAccuracy: 0.1460 | median: 0.1227 |

Table 2: Results of submitted runs in the opinion finding task
uogBOPFTDOFa is an additional run for which the parsing
of the retrieved documents using OpinionFinder is complete.
uogBOPFPol is our polarity run. All submitted runs are above
the median of all participating systems. A value in bold indi
cates a significant difference < 0.05) from the baseline run
according to the Wilcoxon matched-pairs signed-ranks test

bution in the documents with this type of opinion relevanegrée
from its distribution in all relevant documents. We subrhi¢ top
100 positive, negative or mixed terms as a query to the system
score the polarity orientation of the documents in the ctida.
Each document is then categorised into the type (i.e. pesitieg-
ative or mixed) with the highest score.

Table 2 summarises the retrieval performance of our subthitt
runs in terms of topic relevance (rel) and opinion finding)(olm
this table, a value in bold indicates a significant diffeeerfe <
0.05) from the baseline run according to the Wilcoxon matched-
pairs signed-ranks test. From the three title-only runs, fine
that runs uogBOPFProx and uogBOPFProxW provide a statisti-
cally significant improvement over the baseline run uogBOPF
both topic relevance and opinion finding. This shows thatuse
of term proximity and the weighted dictionary is helpful imdk-
ing opinionated documents. In particular, the dictionbaged ap-
proach markedly improves the baseline (15.8% between ugfBO
Prox and uogBOPFProxW in MAP, see Table 2). Moreover, it is
interesting to see that the use of the dictionary for opirfiod-
ing improves the retrieval performance in both topic refesand
opinion finding. This is probably due to the fact that the béwg
ticles are often opinionated. As a result, an approach impgo
the opinion finding performance is likely to improve the opel-
evance. From the three title-description (TD) runs, we abe
serve an improvement in both topic relevance and opiniorirfind
brought by the weighted dictionary. In addition, row uogBEI®-
OFa gives the result obtained using OpinionFinder with alete
parsing of the retrieved documents. Compared with the resel
uogBOPFTD, OpinionFinder brings a statistically significam-
provement in both topic relevance and opinion finding, if plages-
ing of the retrieved documents is complete. Finally, the tas
shows that our only submitted polarity run gives a RAccuréey
ranked classification accuracy measure [13]) that is hiteat the

[ Run | MAP(rel)  P@10(rel) MAP(op) P@10(op)
Title-only runs

uogBOPF(Base) 0.3464 0.5960 0.2583 0.4260
uogBOPFProx 0.3809 0.6580 0.2847 0.4720
uogBOPFProxwW 0.4076 0.7100 0.3256 0.5540

| Title-description runs |
uogBOPFTD(Base) 0.3797 0.7300 0.2847 0.4820
uogBOPFTDW 0.3892 0.7300 0.3100 0.4840
uogBOPFTDOFa 0.3963 0.7480 0.3133 0.5440

Table 3: Results of submitted runs in the opinion finding task
when the document fields feature is disabled. A value in boldh

dicates a significant difference$ < 0.05) from the baseline run

according to the Wilcoxon matched-pairs signed-ranks test

[ Run | MAP(rel)  P@10(rel) MAP(op) P@10(op)
Title-only runs
uogBOPF(Base) 0.3677 0.6180 0.2722 0.4380
uogBOPFProx 0.4041 0.6800 0.3007 0.4840
uogBOPFProxwW 0.4114 0.7100 0.3279 0.5540
Title-description runs

uogBOPFTD(Base) 0.3967 0.7220 0.2968 0.4980
UogBOPFTDW 0.3897 0.7180 0.3060 0.5440
uogBOPFTDOFa 0.3950 0.7280 0.3082 0.5600

Table 4: Results of submitted runs in the opinion finding task
when the document fields feature is disabled and language it
is applied. A value in bold indicates a significant differene
(p < 0.05) from the baseline run according to the Wilcoxon
matched-pairs signed-ranks test.

median of all participants.

In our additional runs, we investigate if the use of document
fields helps improve the retrieval performance. Table 3 e
the results obtained for our runs when the document fieldsifea
is disabled. In this case, only the document content is used f
retrieval. By comparing the results with (Table 2) and with¢Ta-
ble 3) the use of document fields, we find no statisticallyiicgmt
difference in the retrieval performance in these two tabldse re-
sults suggest that the document content index is adequatglen
for this task. The use of additional document structurerimfation
does not seem to be beneficial.

Finally, we apply a language filter that removes non-Englist+
uments from the retrieved set. Table 4 contains the reshttsreed
if the document fields feature is disabled and a language fdte
applied. Compared with the results obtained without theafisee
language filter (see Table 3), we find that the retrieval parémce
is markedly improved when the opinion finding feature is Hied.

In the Blog track opinion finding task, we have mainly tested
two novel approaches for detecting subjectivity in docuteemhe
light-weight statistical dictionary-based approach jueg statis-
tically significant improvement in opinion retrieval ovéret base-
line (15.8% between uogBOPFProx and uogBOPFProxW in MAP,
see Table 2); The NLP-based approach using OpinionFinder al
achieves similar improvement when the parsing for the eeali
documents is complete. Moreover, from our additional rums,
find that the use of document fields does not seem to be helpful,
and the use of the language filter is beneficial.

5. ENTERPRISE TRACK:
DOCUMENT SEARCH TASK
In our participation in the Document Search task, we aim$o te
a list of techniques for using the feedback documents foarch

ing the retrieval performance, using different sourcesvidence,
including the click-distance, inlinks, and a combinatidrirdinks



with URL-length. The feedback documents are given by thektra
organisers which are known to be relevant to the topics used i
this task. Section 5.1 describes the different sourcesidéace of
relevance used in our experiments. Section 5.2 presentsxper-
iments in this task.

5.1 Different Sources of Evidence

We apply three different sources of evidence for utilisihg t
feedback documents, namely click-distance, inlinks, aRdlAlength.
The underlying hypothesis of the click-distance evidemscehat
the documents, adjacent to a known relevant document irirtkie |

ing structure, are likely to be relevant. We conduct a brdéas
search for the shortest path in the hyperlink graph betweeh e
document in the ranking and the feedback documents. If destor
pathminDist is not found within amax Dist links of the feed-
back document, then the distance is assumed tadeDist + 1.
The click-distance evidence is then combined with the eslee
score Score(d, Q) by the inverse form of thesigmoid function
in [5]:

(minDist +0.5)* + k°

S com(d, = - -
corecom(d, @) = w (minDist 4 0.5)¢

+ Score(d, Q)

(12)
wherew, a and k are parameters. We use the parameter values
suggested in [5] which are@ = 1.8, a = 0.6 andk = 1.

In addition to the click-distance evidence, we considehedol-
lowing two sources of query-independent evidence, nanmditykis
and URL-length:

e Inlinks: Documents in the Web are connected through hyper-
links. A hyper-link is a connection between a source and a
target document. A high number of incoming links indicates

Run
uogEDSF(Base)
uogEDSINLPRI
uogEDSComPri
uogEDSCLCDIS

Techniques

PL2F

PL2F+inlinks

PL2F+combining inlinks with URL length
PL2F+click-distance

Table 5: Techniques applied in the submitted runs in the En-
terprise track document search task.

5.2 Experiments

We submitted four runs, all of which apply the PL2F DFR fields-
based weighting model in Equations (1) & (2). Our submitigasr
are summarised in Table 5. Our baseline run is uogEDSF, which
applies the PL2F field-based weighting model. The paranveter
ues used in PL2F are shown in Table 140n top of the baseline
(uogEDSF), run uogeDSINLPRI tests the inlinks query-iretegent
evidence, and run uogeDSComPri tests the combination iokis|
with URL-length. Finally, run uogEDSCLCDIS tests the use of
click-distance. In our submitted runs, the training of thesxy-
independent evidence, namely inlinks and URL-length, wased
using the given feedback documents. The target evaluaties m
sure of the training process is the Mean Reciprocal Rank (MRR
since there are only very few feedback documents per query.

Table 6 summarises the results of our submitted runs on thk fin
50 judged queries. The table shows that our baseline (UOEEDS
provides a robust retrieval performance that is higher thame-
dian MAP of all participating systems. Run uogEDSCLCDISjckh
uses the click-distance evidence, performs slightly beitien our
baseline, but with no statistically significant differeremecording
to the Wilcoxon matched-pairs signed-ranks test. In agidjtive
see that the use of the query-independent evidence doesnot i

that many documents consider the given document to be of a prove MAP and precision at 10 though it helps in MRR (inlinks e

high quality.

e URL-length: Simply counts the number of symbols in the
URL. For example trec.nist.gov has a character length 13.

When using a query-independent feature for retrieval, ¢hevance
score of a retrieved document d for a query Q is altered inrdle
take the document prior probability into account as follows

score(d, Q) = score(d, Q) + log(P(E)) (13)

where P(E) is the prior probability of the query independeature
E in document d.

From our previous study in [16], we found that it is possitde t
make a further improvement on the retrieval performancesfimy
tegrate more than one source of query-independent evidafiee
used the conditional combination method, which takes ttesipo
ble dependence between query-independent evidence icharstc
[16]. Two query-independent features as combined by:

P(E1,E2) = P(E2|E1) - P(E1) (14)

where P(E1) is the prior probability of the query indeperidea-
ture E1;P(E2|E1) is the conditional probability of the query in-
dependent feature E2, given ER(E1|E2) is the probability that
both E1 and E2 occur [16]. Naturally, we can extend this tepis
to combine more than two sources of query-independent egéle
When using the combination of query-independent feature de
scribed in Equation (14) for retrieval, the score of a rewit doc-
ument d for a query Q is altered, in order to take the combined
query-independent evidence into account as follows:

score(d, Q) = score(d, Q) + log(P(E1, E2)) (15)

pecially can make a statistically significant improvemeverahe
baseline) since it is the target evaluation measure forraiming.
We suggest this is due to the fact that our training procestited
the small number of the given feedback documents.

Therefore, we re-run the experiments where the traininghef t
query independent evidence is conducted on the .GOV ciltect
(TREC 2003 Web Track mixed task), by optimising MAP. In this
case the feedback documents are not used. The results {@egen
Table 6 show that the use of query-independent evidencerdiies
improve MAP and P@10 over the baseline (the only exception is
the URL-length evidence on P@10). However, the MRR measure
is improved for all three sources of query-independent &vie.

We also re-run the experiments where the training of theyguer
independent evidence is conducted on the .GOV2 collecliBEC
2006 namedpage finding task), by optimising MRR. The results
show that the use of query independent evidence leads t@uapr
ments over the baseline at P@10 and MRR measures (the only ex-
ception is inlinks on P@10). However, no improvement over th
baseline is observed for MAP (see bottom part of Table 6).

Overall, with various different training settings, it wastrpos-
sible to improve the baseline MAP by using the query indepahd
evidence, suggesting that the training issue needs to beefun-
vestigated (e.g. use of more training queries)

To conclude, in this task, we have tested the use of different
sources of evidence for utilising the feedback documents.oAd-
ing to our experimental results, the use of click-distanceks the
best in our submitted runs with a slight positive differefroen the
baseline; The use of the query-independent feature canoirapr
precision at 10 and MRR over the baseline if the training ig-ap
ropriately conducted. More training data is possibly regdifor a
better performance on MAP.



Run - MAP P@10 MRR
median - 0.3072 - -
Feature Training Data | Training Measure|
Official Runs
uogEDSF(Base) - Feedback documents MRR 0.3393 0.4840 0.8091
UogEDSINLPRI inlinks Feedback documents MRR 0.2694 0.4600 0.8680
uogEDSComPri | inlinks + URL length Feedback documents MRR 0.2190 0.4820 0.8504%
uogEDSCLCDIS click distance Feedback documents MRR 0.3442 0.4940 0.823¢4
Unofficial Runs

- URL length Feedback documents MRR 0.3002 0.4840 0.838]
- inlinks TREC 2003 Web Track mixed tasK MAP 0.3162 0.4740 0.853]
- inlinks + URL length | TREC 2003 Web Track mixed task MAP 0.2322 0.4720 0.8511
- URL length TREC 2003 Web Track mixed task MAP 0.3281 0.4880 0.811
- inlinks TREC 2006 namedpage finding task MRR 0.3000 0.4680 0.8544
- inlinks + URL length | TREC 2006 namedpage finding task MRR 0.2382 0.4940 0.856¢
- URL length TREC 2006 namedpage finding task MRR 0.3249 0.5140 0.8183

Table 6: The results of our official and unofficial runs in the Enterprise track Document Search task. The second row contas the
median MAP of all participating systems. Value in bold indicates a significant difference < 0.05) from the baseline run according

to the Wilcoxon matched-pairs signed-ranks test.

6. ENTERPRISE TRACK:
EXPERT SEARCH TASK

We patrticipated in the expert search task of the TREC 2007 En-
terprise track, with the aim of continuing to test and depedmir
Voting Model for expert search [9]. In the expert search task-
tems are asked to rank candidate experts with respect topiesi
dicted expertise about a query, using documentary evideheg-
pertise found in the collection.

Our participation to the expert search task of TREC 200hgtte
ens the Voting Model for expert search by testing it on a nest te
collection. We also test two forms of proximity and two forwis
query expansion. In particular, we investigate how the jpnity of
candidate name occurrences to query terms can be applibahwit
an expert search system. Indeed, a document may contain-occu
rences of several candidates’ names. The closer a candidate
occurs to the terms of the query, the more likely that the docu
ment is a higher quality indicator of expertise. In this teicue,
we strengthen votes from expertise evidence where the daieth
name occurs in close proximity to the terms of the query.

Moreover, we compare two techniques for query expansior) (QE
when applied to the expert search task. In the first of thesajrdent-
centric QE [11], QE is performed on the underlying rankinglo€-
uments. In the second, known as candidate topic-centriclQE [
where the pseudo-relevant set is taken as the top-rankébyuioc-
uments associated to the top-ranked candidates.

The remainder of this section is structured as follows: le-Se
tion 6.1, we give an overview of the Voting Model for experaszh;
Section 6.2 details how we take candidate and query termmityx
into account in the Voting Model; and Section 6.3 providetaile
on both forms of query expansion; We detail the experimesgalp
in Section 6.4; and provide results and conclusions in 8e@i5.

6.1 Voting Model

In our voting model for expert search, instead of directlykiag
candidates, we consider thanking of documents, with respect to
the query@, which we denoteR(Q). We propose that the rank-
ing of candidates can be modelled as a voting process, frem th
retrieved documents ifR(Q) to the profiles of candidates: every
time a document is retrieved and is associated with a catalida
then this is a vote for that candidate to have relevant eigeetd
Q. The votes for each candidate are then appropriately agtgeg
to form a ranking of candidates, taking into account the nemna
voting documents for that candidate, and the relevancesifahe
voting documents. Our voting model is extensible and génana

is not collection or topics dependent.

In [9], we defined twelve voting techniques for aggregatintes
for candidates, adapted from existing data fusion teclesqtn this
work, we apply only the robust and effective expCombMNZ ngti
technique for ranking candidates. expCombMNZ ranks catdil
by considering the sum of the exponential of the relevanoeesmof
the documents associated with each candidate’s profileeder,
it includes a component which takes into account the number o
documents inR(QR) associated to each candidate, hence explicitly
modelling the number of votes made by the documents for each
candidate. Hence, in expCombMNZ, the score of a candi@ate
expertise to a querg) is given by:

Score—candezpCome\/INZ (C7 Q) = ”R(Q) N pTOfZl@(C) H

exp(score(d,Q)) (16)
d € R(Q)N profile(C)

where||R(Q) N profile(C)| is the number of documents from
the profile of candidat€’ that are in the rankin@(Q).

6.2 Candidate - Query Term Proximity

Some types of documents can have many topic areas and many
occurrences of candidate names (for instance, the mindtes o
meeting). In such documents, the closer a candidate’s name o
currence is to the query terms, the more likely that the damirs
a high quality indicator of expertise for that candidate13].

We define the proximity of candidate and query terms in terms
of the DFR term proximity document weighting models defined i
Section 2.2. The term proximity model is designed to meathee
informativeness in a document of a pair of query terms oaegrr
in close proximity. We adapt this to the expert search taskiato
the expCombMNZ voting technique (Equation (16)), by meiagur
the informativeness of a query term occurring in close proii to
a candidate’s name, as follows:

score_candezpCombM Nz Proz(C, Q) = 17

[R(Q) N profile(C)] - >

d € R(Q)N profile(C)

exp(

score(d, Q) + Z

p=name(C)XtEQ

score(d,p))

Herep is a tuple consisting of a termfrom the query and the
full name of candidat&'. score(d, p) can be calculated using any
DFR weighting model [7], however, for efficiency reasons, wse



the pBiL2 model (Equation (6)) because it does not consider t
frequency of tuple in the collection but only in the document.
Hence, in this way, we are able to use the same weighting model
to count and weight candidate occurrences in close proxitoit
query terms as we proposed in [7] to weight the informatigsref
query terms occurring in close proximity. Note that the awh
proposed here does not remove evidence of expertise fordi-can
date where the candidate’s name does not occur near a query te
as this may result in a relevant candidate not being retiidae
a difficult query (i.e. the relevant candidate had only spare-
idence of expertise). Instead, candidate with names doguimn
close proximity to query terms are given stronger votes é'\tht-
ing Model, and hence should be ranked higher in the final ranki
of candidates.

6.3 Query Expansion in Expert Search

Query Expansion (QE) has previously been shown to be useful
in adhoc document retrieval tasks. We have been investigatw
QE can be applied in the expert search task. In particulahave
proposed two forms of QE. Firstly, using the underlying riagk
of documentsR(Q) applied in the voting model, it is clear that
query expansion can be applied BQ), to improve the quality of
the ranking of documents, and hence the accuracy of thermgnki
of candidates [11]. In this scenario, the pseudo-relevanissthe
top-ranked documents in the document ranki2(@).

However, it would be better to apply QE in expert search where
the items of the pseudo-relevant set are in fact the topechokndi-
dates. While we proposed candidate centric QE in [11], thk&thd
did not perform well, due to the occurrence of topic drift kit
candidate profiles. Topic drift is when a candidate has many i
terests represented in their profile, and using all docusngnthe
profile can cause the QE to fail, by selecting expansion tenms
related to the original query [12]. We hence proposed a nem fo
of QE for expert search, known as candidate topic centric iQE,
which the pseudo-relevant set contains only the top-ramiaeu-
ments for the top-ranked candidate profiles [12].

6.4 Experimental Setup

In contrast to previous years of the expert search task atCsRE
2005 and 2006, for TREC 2007, there is no ‘master list’ of ¢and
dates deployed as a central part of the test collection.elhdear-
ticipants are more realistically expected to identify aadk candi-
dates themselves.

To identify candidates, we looked to identify email addessm
the CERC collection. As many email addresses are obfustated
avoid detection by spam robots, we attempted to identify asym
alternatives for the@symbol as possible (for exampl&T_, {at }
etc.). Once the email addresses were extracted, we remavaitl e
addresses not matching the formhatr st nane. | ast nane@s

Run Name Salient Features |
uogEXFeMNZ PL2F & expCombMNZ voting techniqu
UogEXFeMNZP + query term proximity
uogEXFeMNZcP | + candidate query term proximity
UogEXFeMNZdQ| + document centric QE
uogeEXFeMNZQE| + candidate topic centric QE

Table 7: Salient features of our Enterprise track expert seech
task submitted runs.

title and anchor text. For query expansion, we apply the Boht
weighting model from the DFR framework (Equation (7)). For
training, we used the same setting for the PL2F documenthieig
ing as that applied in the document search task of the Eigerpr
task - see Table 14. For training expert search specific ffesinf
runs (e.g. query expansion, candidate-query term proyjmite
trained on TREC 2005 and 2006 expert search tasks.

Unfortunately, two small bugs affected our identifying afne
didates and documents. Firstly, we did not correctly descthe
HTML entity for the @symbol, by mistakenly writing&64; in-
stead of&#64; . This had the effect of not identifying 302 can-
didates (of which 16 relevant candidates were omitted) oSaly,
our custom written Perl scripts only identified at most onpezk
per line of the HTML documents in the CERC collection. Thislha
the effect of omitting a total of 346 candidate-documenbeiss
tions.

6.5 Experiments and Results

We submitted four runs to the expert search task of the Enserp
track. Along with the unsubmitted baseline, these were:

e UOgEXFeMNZ: is our baseline run (unsubmitted). It applies
the PL2F DFR document weighting model (Equations (1)
& (2)) to generate the underlying ranking of documents, com-
bined with the expCombMNZ voting technique to rank ex-

perts.

uogEXFeMNZP: improves upon the baseline run by apply-
ing query term proximity, pBiL2, (Equation (6)) to the un-
derlying ranking of documents.

uogEXFeMNZcP: applies the candidate - query term prox-
imity technique described in Section 6.2 above. Baseline is
UogEXFeMNZ.

uogEXFeMNZzdQ: applies document-centric QE [11] to the
baseline.

uogEXFeMNZQE: applies candidate-topic-centric QE [12]
to the baseline.

i ro. au. Lastly, because there are many example email addresses The salient features of the runs are described in Table 7eMor

in the corpus, we removed the email addresses containingethe
qguence of charactersane (e.g. the actual addre$s r st nane.
| ast nane@si r 0. au is removed).

The second stage is associating documents with each céadida
The full name of each candidate is derived from their emaifesis.
We look for documents that match the full name (and hence the
email address) of each candidate and associate them with that
candidate.

For all our submitted runs, we apply the same index used in

over, Table 8 details the retrieval performance of the stiigehruns
and our unsubmitted baseline run (uogEXFeMNZ). Retrieest p
formance is measured in terms of mean average precision jMAP
and mean reciprocal rank (MRR). Moreover, we also provide co
rected retrieval performances using the improved candigetfile
sets. From the results, it is firstly noticeable that usirggithproved
candidate profile sets markedly improves the retrievalgrerhnce

of all runs. The largest of these improvements in the runyappl
ing candidate - query term proximity (uogEXFeMNZcP), which

the document search task. Standard stopwords are remaved, a jumps from 0.3138 to 0.4419 MAP (41% improvement). Over

Porter's English stemmer is applied. Moreover, to genethage
underlying ranking of documents, we apply the PL2F document
weighting model (Equation (1)), with three fields, namelyiemt,

all the corrected runs, this run performs the best, followgdhe
normal query term proximity approach (uogeEXFeMNZPP). Can-
didate topic centric QE shows a very small improvement oler t



Submitted Corrected

Run Name MAP MRR MAP MRR

Best 0.70010 0.9345 0.7010 0.9345
Median 0.2468 0.5011 0.2468 0.5011
UogEXFeMNZcP | 0.3138 0.4475| 0.4419 0.5802
UOgEXFeMNZdQ| 0.3122 0.4597| 0.3748 0.5266
UogEXFeMNZP 0.3042 0.4239 0.3811 0.5024
uogEXFeMNZQE| 0.2686 0.3670 0.3783 0.5149
uogEXFeMNZ - - 0.3782 0.5057|

Table 8: The mean average precision (MAP) and mean recip-
rocal rank (MRR) of our Enterprise track expert search task
submitted runs, as well as the median performance achieved
by all participating systems. Submitted is using the profileset
we use for our submitted runs, while corrected depicts the re
trieval performance when the improved profile sets are appkd.
All runs use title only topics. uogEXFeMNZ is an additional,
unsubmitted baseline run.

Method MAP  MRR

VotesProx 0.2171 0.2754
CombMAXProx 0.4332 0.6034
CombSUMProx 0.3190 0.4139
CombMNZProx 0.2569 0.3223
expCombSUMProx 0.4370 0.5905
expCombMNZprox| 0.4419 0.5802
MRRProx 0.3148 0.4081

Table 9: Comparison of the retrieval performance of various
voting techniques in the Enterprise track expert search tak.

corrected baseline, while document centric QE shows a sieall
crease. Compared to the median, the corrected runs are esita
the median performance for MAP, and above median MRR also.

Table 9 details the performance of a selection of voting tech
nigues from the Voting Model for expert search [9]. All vagitech-
nigues use the PL2F document weighting model as well as the im
proved candidate profile sets and candidate query term mpityxi
From this we can see that the CombMAX voting technique is best
for the MRR evaluation measure, and the MRR voting technique
performs best for the MAP evaluation measure. The CombMAX,
expCombSUM and expCombMNZ techniques markedly improve
over the Votes, CombSUM, CombMNZ and MRR voting tech-
niques, for both evaluation measures.

6.6 Expert Search Task Conclusions

Overall, we demonstrated that the voting techniques froen th
Voting Model can be successfully applied on the new and more
realistic CERC expert search test collection. Our restitswsthe
candidate - query term proximity method we proposed canfee-ef
tively applied to the expert search task, and will result marked
increase in both MAP and MRR retrieval performances. Fnall
(for the second year running), we have been affected by arbug i
the generation of candidate profiles, and that the accurecyali-
date expertise evidence is a highly important factor in gteeval
performance of the expert search system.

In terms of experimental conclusions, the proposed catelida
query term proximity technique shows a marked improvemen4)
over the baseline, followed by the more traditional proxymap-
plied on the document ranking. For the query expansion, tioei-d
ment centric QE did not work while the candidate topic cenffE
showed little positive difference from the baseline, antlasomuch
as the increases exhibited by the proximity runs.

7. BLOG TRACK:

FEED DISTILLATION TASK

In TREC 2007, we also participated in the blog distillatifeed
distillation) task of the Blog track, where we aim to test #p
plicability of our novel voting model for Expert Search [9] this
task. Firstly, in the blog distillation task, the aim of eagfstem is
to identify the blogs (feed$that have a principle recurring interest
in the query topic [13]. We believe that the blog distillatitask
can be seen as a voting process: A blogger with an interest in a
topic will blog regularly about the topic, and these blogtsosill
be retrieved in response to a query topic. Each time a blogy pos
is retrieved about a query topic, that can be seen as a vothdbr
blog to have an interest in the topic area. Indeed, this tmshen
very similar to the expert search task, in that both tasksexgde
the documents that are ranked in response to a query. Heuce, o
main investigation in our TREC 2007 participation is to detme
if our Voting Model for expert search (which we also applient f
the expert search task in Section 6) can be successfullyeapal
this task also.

In this task, we have three central research hypothesestlyis
the voting paradigm depicted by the Voting Model for expedrsh
an accurate depiction of the blog distillation task, anddesran the
voting techniques be successfully applied in this task;o8ely,
can we improve the effectiveness of the blog distillatiostegn
by giving less consideration to feeds that do not have a dahes
set of associated documents; and lastly, can the anchofroemt
homepages to homepages be of benefit to the retrieval pexfmen
of the search engine.

7.1 Cohesiveness

In [12], we defined three measures of cohesiveness for expert
search, within the context of query expansion for expertcdea
A measure of cohesiveness examines all the documents agsbci
with an aggregate, and measures on average, how differeht ea
document is from all the documents associated to the aggrega
In particular, we proposed three measures of cohesivebassd
on Cosine distance, Kullback-Leibler divergence, and [@aize.
In TREC 2007, we aim to test whether the cohesiveness measure
can successfully identify feeds that blog about a very diveset
of topics, and hence are less likely to be principally deddtethe
area of the query topic.

In TREC 2007, we only apply the cohesiveness measure based
on the Cosine distance, as the profile size-based measwigisuz
itive in the blogosphere context, while the multiple lodfam func-
tion calls in the Kullback-Leibler divergence based cobheséss
measure make it slower to apply at the scale of the TREC Bibgs0
collection. The cohesiveness of a bléjcan be measured using
the Cosine measure from the vector-space framework assilo

1
~ llposts(B)]|

Z Zteposts(B) tfd : th
deposts(B) \/Zted(tfd)2\/Zteposts(B)(th)2

whereposts(B) denotes the set of blog posts (i.e. documents)
associated with blod3. Moreover,tf; is the term frequency of
termt¢ in documentd, andt f5 is the total term frequency of term

in all documents associated with bl@gj(denoted: € posts(B)).
Cohesivenesscos measures the mean divergence between every
document in the blog and the blog itself. Note thathesivenesscos

Cohesivenesscos(B)

(18)

2In this task, we will use the term feed and blog interchaniyeab
as each blog in the collection has one corresponding feed.



is bounded between 0 and 1, where 1 means that the documents

represent the entire blog completely.
We integrate the cohesiveness score withshere_cand(B, Q)
of a blog to a query as follows:

score_cand(B, Q) score_cand(B, Q) (29)
log(1 4 Cohesivenesscos(B))

+
7.2 Additional Homepage Anchor Text

Blogs often link to other blogs with similar interests, peutarly
in the ‘blogroll’ at the side of a blog’s homepage. Becauséhisf
linkage, we choose to use some additional anchor text irdtam
from the blogrolls from blogs in the collection. In doing see
hoped that this would bring additional textual evidenceulibe
blogger’s interests, and also would identify the more aritative
blogs (i.e. those most linked to by other blogs in the genteyst
area).

Recall from Section 3 that we have already indexed the perma-
links (documents) part of the Blogs06 collection. In doilg we
extracted all anchor text cominfgom documentsto documents.
However, such anchor text does not include the blogroll radism
found on the homepage of each blog.

Therefore in addition, we extracted anchor text linkingnfirthe
homepage component of the collection to other homepagdwin t
collection. This obtained, on average, an additional 4@mekof
anchor text per blog, in addition to the mean 21 tokens of anch
text already associated with each document in the collectio

We combined the additional anchor text information with the
blog scores as follows:

score_cand(B, Q)

score_cand(B, Q)
score_cand anch (B, Q)

(20)

—+

where score_cand anch (B, Q) is the score of additional home-
page anchor text calculated using the PL2 weighting modglidE
tions (1) & (3)). This has the effect of boosting blogs thavéna
anchor text linking to their homepages containing quernger

7.3 Experimental Setup

Similar to our participation in the opinion finding task ofeth
Blog track, and as described in Section 3, we index the perma-
links component of Blogs06 collection using the Terrier IRtp
form [14], by removing standard stopwords and applying €t
stemming for English. Note that we do not index the feeds asmp
nent of the collection.

For the underlying ranking of blog posts, we apply the PL2F
field-based document weighting model (Equation (1)), ushmey
content, title and anchor text of incoming hyperlinks asftbkls.
The parameter values for PL2F were exactly the same as tipese a
plied in the opinion finding task - i.e. they were trained oe th
TREC 2006 opinion finding task (Actual values are reporte@ian
ble 13).

For the associations between blog posts (documents) agd,blo
we use the mappings provided by the collection, so that edecy
ument is associated to its corresponding blog. Hence, whxoga
document is retrieved for a query topic, this can be seen adea v
for the corresponding blog to have an interest in the topgaar

7.4 Experiments and Results

We submitted 4 runs to the Blog Distillation task of the TREC-
2007 Blog Track, which test our hypotheses for this task. flise
run is a baseline run.

e uUogBDFeMNZ is our baseline run. It uses the PL2F weight-
ing model together with expCombMNZ voting technique to

Salient Features
PL2F & expCombMNZ voting technique
+ homepage anchor text
+ cohesiveness

+ query term proximity

Run Name
uogBDFeMNZ
uogBDFeMNZhA
uogBDFeMNZzZpC
uogBDFeMNZP

Table 10: Salient features of our Blog track feed distillaton
task submitted runs.

Run Name MAP MRR P@10
Median 0.2035 - -
uogBDFeMNZ 0.2909 0.7686 0.5222
uogBDFeMNZhA | 0.2340 0.7610 0.4667
uogBDFeMNZpC| 0.2685 0.7620 0.5111
uogBDFeMNZP | 0.2923 0.7834 0.5311

Table 11: The mean average precision (MAP), Reciprocal Rank
(MRR), and precision at 10 (P@10) of our submitted Blog track
feed distillation task runs, as well as the median performane
achieved by all participating systems. MRR and P@10 medians
are not available.

score the predicted relevance of feeds to the query topic.

uogBDFeMNZP improves on the baseline run, by boosting
the rank of documents in the document ranking where the
query terms occur in close proximity. We use the PBiL2 DFR
term dependence model (Equation (6)) to model the proxim-
ity of query terms in the documents.

uogBDFeMNZpC investigates our cohesiveness hypothesis
in this task. Feeds with a cohesive set of blog posts that all
discuss similar topic(s) will be ranked higher than feeddhwi

a highly diverse set of associated blog posts.

uogBDFeMNZhA investigates how the application of addi-
tional anchor text can be used to improve the performance of
the blog retrieval system.

Table 10 summarises the salient features of our submittesl ru
Moreover, Table 11 presents the results of the submittesl fiihe
evaluation measures in this task are Mean Average Pre¢iiaR),
Mean Reciprocal Rank (MRR) and Precision at 10 (P@10). From
the results, we observe that all submitted runs are perfoankeadly
higher than the median of all participating system. Moreptre
run applying proximity (uogBDFeMNZP) improves slightly @v
the baseline (uogBDFeMNZ) for all three evaluation measuRains
applying additional anchor text (uogBDFeMNZhA) and coliesi
ness (uogBDFeMNZpC) do not improve over the baseline.

In Table 12, we compare the retrieval effectiveness of verio
voting techniques we proposed in [9] - note that we do notyappl
proximity since it does not bring marked improvements over t
voting techniques alone. From the results, it is noticedide the
expCombMNZ technique performs best for MAP and P@10 eval-
uation measures, while expCombSUM performs best for the MRR
measure. The Votes, CombSUM, CombMNZ and MRR techniques
all perform similarly on the MAP evaluation measure, white t
MRR voting technique is better for the MRR evaluation measur
and not as good as others for P@10.

7.5 Blog Distillation Task Conclusions

Our participation to the blog distillation task at the TRE@Z
Blog track was successful as it demonstrated that the vadicig
nigues that we proposed in [9] can be successfully appligtiso
task. While these techniques have been previously testdatier
Enterprise settings with thousands of experts, this taskalmuch



Method MAP MRR P@10
\otes 0.2574 0.6108 0.4867
CombMAX 0.2074 0.7034 0.3756
CombSUM 0.2669 0.6399 0.4867
CombMNZ 0.2631 0.6249 0.4844
expCombSUM| 0.2663 0.7726 0.5000
expCombMNZ | 0.2909 0.7686 0.5222
MRR 0.2666 0.7711 0.4511
Table 12: Comparison of the retrieval performance of variols

voting techniques in the Blog track feed distillation task.

larger setting of potential experts (i.e. 100,000 blogsy given
the promising retrieval performance demonstrated heraibyums,
that it performs well in this larger setting.

8. CONCLUSIONS

In TREC 2007, we participate in two tracks, namely the Blog
track and the Enterprise track. For the Blog track, our main r
search conclusion in the opinion finding task is that a pustdy
tistical and lightweight approach based on a weightedatietiy is
very effective in detecting opinions, in particular, lerglito 15.8%
improvement over the baseline. In addition, the OpiniodEm
tool can be as effective as the dictionary-based approaatpifed
on all of the retrieved documents. For the blog distillatiask,
we showed a connection to the expert search task, by suattgssf
adapting voting techniques that we have previously deesldpr
expert search.

In the Enterprise track, our main finding for the documentaea
task is that the click distance is the most effective featoréden-
tifying related documents based on the feedback evidertwe u$e
of priors and their combination did not work as well as expdgt
mainly due to a lack of adequate training. Finally, in the exxp
search task, the use of candidate and query term proximitg-be
fited retrieval performance markedly, and that for the quexpan-
sion techniques, the more realistic candidate-centrimfbelped
most, improving slightly on the baseline.
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Parameter Equations(s)| Value(T) | Value(TD)
PL2F w04y @) &) 1.19 0.97
PL2Fw¢ e 1) &(2) 3.88 111
PL2Fwganchor | (1) & (2) 0.11 0.77
PL2F cpody 1) &(2) 9.34 2.73
PL2F ctitie 1) &(2) 22.28 98.70
PL2Fcanchor | (1) &(2) 8.16 0.84
pBiL2 ¢p 6) &(3) 40.00 -
pBiL2 dist (6) 2 -

Table 13: The parameter values used in our TREC 2007 Blog
track opinion finding task runs for title-only (T) and title-
description (TD) queries. The title-only settings are alsaised
in the blog distillation task.

Parameter Equation(s)| Value
PL2F wyody D) &(2) 1.197
PL2Fw¢st1e 1) &(2) 33.20
PLZFw(anhor' (l) & (2) 43.23
PL2F cpody 1) &(2) 12.25
PLZFCtitle (1) & (2) 6683
PL2F canchor | (1) & (2) 45.79

Table 14: The parameter values used in our submitted runs to
the TREC 2007 Enterprise Track.
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