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ABSTRACT
In TREC 2007, we participate in four tasks of the Blog and En-
terprise tracks. We continue experiments using Terrier1 [14], our
modular and scalable Information Retrieval (IR) platform,and the
Divergence From Randomness (DFR) framework. In particular,
for the Blog track opinion finding task, we propose a statistical
term weighting approach to identify opinionated documents. An
alternative approach based on an opinion identification tool is also
utilised. Overall, a 15% improvement over a non-opinionated base-
line is observed in applying the statistical term weightingapproach.
In the Expert Search task of the Enterprise track, we investigate the
use of proximity between query terms and candidate name occur-
rences in documents.

1. INTRODUCTION
This year, in our participation in TREC 2007, we participatein

the Enterprise and Blog tracks. For both tracks, we continuethe re-
search and development of the Terrier platform, and continue devel-
oping state-of-the-art weighting models using the Divergence from
Randomness (DFR) paradigm.

In the expert search task of the Enterprise track, we continue
our research on our voting techniques for expert search on the new
CERC test collection. In particular, we investigate the usefulness
of candidate and query term proximity and also how query expan-
sion can be successfully applied to the expert search task. For the
document search task, we investigate the combination of document
priors, and techniques to take feedback documents into account.

In our first participation in the Blog track, we participate in all
tasks, namely the opinion finding task (and polarity subtask), and
the blog distillation (aka. feed search) task. In the opinion find-
ing task, we deploy two opinion detection techniques. The first is
based on a dictionary of weighted terms, which we use to identify
opinions in blog documents. The second technique is based onthe
application of the OpinionFinder tool [19] to detect subjectivity and
opinions in documents.

Lastly for the blog distillation task, we view this as a ranking of
aggregates, which is similar to the expert search task. For this rea-
son, our participation in the blog distillation task revolves around
the adaption of our voting techniques for expert search.

Our paper is structured as follows: We describe the DFR weight-
ing models that we apply in this work in Section 2; and the indexing

1Information on Terrier can be found at:
http://ir.dcs.gla.ac.uk/terrier/

procedure that we used in Section 3. Both document search tasks
are then described, namely the opinion finding task of the Blog
track in Section 4, and the document search task of the Enterprise
track in Section 5. We describe the expert search task of the Enter-
prise track in Section 6, followed by the closely-related blog (feed)
distillation task of the Blog track in Section 7.

2. MODELS
Following from previous years, our research in Terrier centres in

extending the Divergence From Randomness framework (DFR) [1].
The remainder of this section is organised as follows. Section 2.1
presents existing field-based DFR weighting models, while Sec-
tion 2.2 presents our existing DFR model, which captures term de-
pendence and proximity. Section 2.3 presents the Bo1 DFR term
weighting model for query expansion.

2.1 Field-based Divergence From Randomness
(DFR) Weighting Models

Document structure (or fields), such as the title and the anchor
text of incoming hyperlinks, have been shown to be effectivein
Web IR [4]. Robertson et al. [18] observed that the linear com-
bination of scores, which has been the approach mostly used for
the combination of fields, is difficult to interpret due to thenon-
linear relation between the scores and the term frequenciesin each
of the fields. In addition, Hawking et al. [6] showed that the length
normalisation that should be applied to each field depends onthe
nature of the field. Zaragoza et al. [20] introduced a field-based
version of BM25, called BM25F, which applies length normalisa-
tion and weighting of the fields independently. Macdonald etal. [8]
also introducedNormalisation 2F in the DFR framework for per-
forming independent term frequency normalisation and weighting
of fields.

In this work, we use a field-based model from the DFR frame-
work, namely PL2F. Using the PL2F model, the relevance scoreof
a documentd for a queryQ is given by:

score(d,Q) =
X
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whereλ is the mean and variance of a Poisson distribution, given
by λ = F/N ; F is the frequency of the query termt in the whole
collection, andN is the number of documents in the whole col-
lection. The query term weightqtw is given byqtf/qtfmax; qtf



is the query term frequency;qtfmax is the maximum query term
frequency among the query terms.

In PL2F,tfn corresponds to the weighted sum of the normalised
term frequenciestff for each used fieldf , known asNormalisation
2F [8]:

tfn =
X
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where tff is the frequency of termt in field f of documentd;
lf is the length in tokens of fieldf in documentd, andavg lf is
the average length of the field across all documents;cf is a hyper-
parameter for each field, which controls the term frequency normal-
isation; the importance of the term occurring in fieldf is controlled
by the weightwf .

Note that the classical DFR weighting model PL2 can be gener-
ated by usingNormalisation 2 instead of Normalisation 2F fortfn
in Equation (1) above. Normalisation 2 is given by:

tfn = tf · log2(1 + c ·
avg l

l
)(c > 0) (3)

where tf is the frequency of termt in the documentd; l is the
length of the document in tokens, andavg l is the average length
of all documents;c is a hyper-parameter that controls the normali-
sation applied to the term frequency with respect tol.

2.2 Term Dependence in the Divergence From
Randomness (DFR) Framework

We believe that taking into account the dependence and proxim-
ity of query terms in documents can increase the retrieval effective-
ness. To this end, we extend the DFR framework with models for
capturing the dependence of query terms in documents. Follow-
ing [2], the models are based on the occurrences of pairs of query
terms that appear within a given number of terms of each otherin
the document. The introduced weighting models assign scores to
pairs of query terms, in addition to the single query terms.

The score of a documentd for a queryQ is given as follows:

score(d,Q) =
X

t∈Q

qtw · score(d, t) +
X

p∈Q2

score(d, p) (4)

wherescore(d, t) is the score assigned to a query termt in the
documentd; p corresponds to a pair of query terms;Q2 is the set
that contains all the possible combinations of two query terms. In
Equation (4), the score

P

t∈Q
qtw · score(d, t) can be estimated

by any DFR weighting model, with or without fields. The weight
score(d, p) of a pair of query terms in a document is computed as
follows:

score(d, p) = − log2(Pp1) · (1 − Pp2) (5)

wherePp1 corresponds to the probability that there is a document in
which a pair of query termsp occurs a given number of times.Pp1

can be computed with any randomness model from the DFR frame-
work, such as the Poisson approximation to the Binomial distribu-
tion. Pp2 corresponds to the probability of seeing the query term
pair once more, after having seen it a given number of times.Pp2

can be computed using any of the after-effect models in the DFR
framework. The difference betweenscore(d, p) and score(d, t)
is that the former depends on counts of occurrences of the pair of
query termsp, while the latter depends on counts of occurrences of
the query termt.

This year, we apply the pBiL2 randomness model [7], which
does not consider the collection frequency of pairs of queryterms.
It is based on the binomial randomness model, and computes the

score of a pair of query terms in a document as follows:

score(d, p) =
1
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whereavg w = T−N(ws−1)
N

is the average number of windows of
sizews tokens in each document in the collection,N is the number
of documents in the collection, andT is the total number of tokens
in the collection.pp = 1

avg w−1
, p′

p = 1− pp, andpfn is the nor-
malised frequency of the tuplep, as obtained using Normalisation
2: pfn = pf · log2(1 + cp · avg w−1

l−ws
). When Normalisation 2 is

applied to calculatepfn, pf is the number of windows of sizews
in documentd in which the tuplep occurs. l is the length of the
document in tokens andcp > 0 is a hyper-parameter that controls
the normalisation applied topfn frequency against the number of
windows in the document.

2.3 The Bo1 Term Weighting Model for Query
Expansion

Terrier implements a list of DFR-based term weighting mod-
els for query expansion. The basic idea of these term weighting
models is to measure the divergence of a term’s distributionin a
pseudo-relevance set from its distribution in the whole collection.
The higher this divergence is, the more likely the term is related to
the query’s topic. Among the term weighting models implemented
in Terrier, Bo1 is one of the best-performing ones [1].

The Bo1 term weighting model is based on the Bose-Einstein
statistics. Using this model, the weight of a termt in theexp doc
top-ranked documents is given by:

w(t) = tfx · log2

1 + Pn

Pn

+ log2(1 + Pn) (7)

whereexp doc usually ranges from 3 to 10 [1]. Then, the top
exp term with the largestw(t) from theexp doc top-ranked doc-
uments are selected to be added to the query.exp term is usually
larger thanexp doc [1]. Pn is given by F

N
. F is the frequency of

the term in the collection, andN is the number of documents in the
collection. tfx is the frequency of the query term in theexp doc
top-ranked documents.

Terrier employs a parameter-free function to determineqtw when
query expansion has been applied (see Equation (1)). The query
term weight of a query term is then given as follows:

qtw =
qtf

qtfmax

+
w(t)

limF→tfx
w(t)

(8)

= Fmax log2

1 + Pn,max
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+ log2(1 + Pn,max)

wherelimF→tfx
w(t) is the upper bound ofw(t). Pn,max is given

by Fmax/N . Fmax is theF (frequency in the collection) of the
term with the maximumw(t) in the top-ranked documents. If a
query term does not appear in the most informative terms fromthe
top-ranked documents, its query term weight remains equal to the
original one.

3. INDEXING
This year we participate in both the Blog and Enterprise tracks.

The test collection for the Blog track is the TREC Blogs06 test col-
lection [10], which is a crawl of 100k blogs over an 11-week period.
During this time, the blog posts (permalinks), feeds (RSS XML



etc.) and homepages of each blog were collected. In our participa-
tion in the Blog track, we index only the permalinks component of
the collection. There are approximately 3.2 million documents in
the permalinks component.

For the Enterprise track, a new collection has been deployedthis
year, namely the CSIRO Enterprise Research Collection (CERC),
which is a crawl of thecsiro.au domain (370k documents).
CSIRO is a real Enterprise-sized organisation, and this collection
is a more realistic setting for experimentation in Enterprise IR than
the previous enterprise W3C collection.

For indexing purposes, we treat both collections in the sameway,
using the Terrier IR platform [14]. In particular, to support the field-
based weighting models, we index separate fields of the documents,
namely the content, the title, and the anchor text of the incoming
hyperlinks. Each term is stemmed using Porter’s English stemmer,
and normal English stopwords are removed.

4. BLOG TRACK:
OPINION FINDING TASK

In our participation in the opinion finding task, we aim to test
two novel approaches to opinion detection. The first one is a light-
weight dictionary-based statistical approach, and the second one
applies techniques in Natural Language Processing (NLP) for sub-
jectivity analysis. We conduct experiments to see to which extent
these two approaches improve the performance in opinion detec-
tion over the baseline. We introduce the two opinion detection ap-
proaches in Section 4.1 and discuss our experiments in Section 4.2.

4.1 Opinion Detection Approaches
Firstly, inspired by participants in last year’s opinion finding

task [15], we propose a dictionary-based statistical approach to
opinion detection based on a list of approximately 12,000 English
words derived from various linguistic sources. For a set of training
queries, we assume that D(Rel) is the document set containing all
relevant documents, and D(opRel) is the document set containing
all opinionated relevant documents. D(opRel) is a subset ofD(Rel).
For each termt in the word list, we measurewopn(t), the diver-
gence of the term’s distribution in D(opRel) from that in D(Rel).
This divergence value measures how a term stands out from the
opinionated documents, compared with all relevant, yet notneces-
sarily opinionated, documents. The higher the divergence is, the
more opinionated the term is. In our experiments, the opinion
weight wopn(t) is assigned using the Bo1 term weighting model
in Equation (7). We submit the 100 most weighted terms as a query
Qopn to the system, and assign an opinion scoreScore(d,Qopn)
to each document according toQopn, using the PL2 document
weighting model (see Equations (1) & (3)) with the default param-
eter settingc = 1.

For each retrieved document for a given new query Q, we com-
bine the relevance scoreScore(d, Q) produced by a document weight-
ing model (e.g. PL2F in Equations (1) & (2)) with the opinion score
Score(d, Qopn). Our combination method is as follows:

Scorecom(d, Q) =
−k

log2P (op|d, Qopn)
+ Score(d, Q) (9)

where the final combined relevance scoreScorecom(d, Q) is the
sum of the raw relevance scoreScore(d, Q) with the inverse form
of the logarithm function of opinion probabilityP (op|d,Qopn). k
is a scaling factor. Based on training on last year’s opinionfinding
task queries, we usek = 600 in our submitted runs. The opin-
ion probabilityP (op|d,Qopn) is mapped from the opinion score

Score(d, Qopn) by the following equation:

P (op|d, Qopn) =
Score(d, Qopn)

P

d∈Ret(Qopn)

Score(d, Qopn)
(10)

whereRet(Qopn) is the set of documents containing at least one
of the 100 most opinionated terms in the dictionary. The finaldoc-
ument ranking for a given new queryQ is based on the combined
relevance scoreScorecom(d, Q). We have experimented with dif-
ferent combination methods such as the linear combination and the
rank-based combination on last year’s opinion finding task topics.
The above combination method seems to be the most effective.

Our second opinion detection approach uses OpinionFinder [19],
a freely available toolkit, which identifies subjective sentences in
text. For a given document, we adapt OpinionFinder to produce
an opinion score for each document, based on the identified opin-
ionated sentences. We define the opinion scoreScore(d, OF ) of a
documentd produced by OpinionFinder as follows:

Score(d, OF ) = sumdiff ·
#subj

#sent
(11)

where#subj and#sent are the number of subjective sentences
and the number of sentences in the document, respectively.sumdiff
is the sum of thediff value of each subjective sentence in the doc-
ument, showing the confidence level of subjectivity estimated by
OpinionFinder.

For a given new query, such an opinion score is then combined
with the relevance scoreScore(d, Q) to produce the final relevance
score in the same way as described above for the dictionary-based
approach. The only difference is to useScore(d,Qopn) instead
of Score(d, OF ) in Equations (9) & (10). The parameterk in
Equation (9) is set to100 based on training on last year’s opinion
finding task topics.

Our dictionary-based approach is light-weight because theopin-
ion scoring of the documents are performed offline (i.e. prior to
retrieval), and such a scoring process is not computationally expen-
sive. Compared with the dictionary-based approach, our second ap-
proach is based on the NLP subjectivity analysis techniques, which
is more computationally expensive than the first one - for instance
calculating opinion scores from the dictionary takes a few seconds,
while running OpinionFinder on a subset of the collection can takes
weeks of CPU hours.

4.2 Experiments
All our six submitted runs use the PL2F field-based weighting

model in Equations (1) & (2). Our opinion retrieval runs are sum-
marised in Table 1. Firstly, on top of the title-only baseline (uog-
BOPF), run uogBOPFProx tests the use of the DFR-based pBiL2
term proximity model (Equation (6)) in enhancing retrievalperfor-
mance. Run uogBOPFProxW differs from uogBOPFProx by the
use of our first opinion detection approach. Secondly, compared
to the title-description baseline (uogBOPFTD), run uogBOPFTDW
uses the first opinion detection approach, while run uogBOPFTDOF
applies our NLP-based opinion detection approach using Opinion-
Finder. Because of the time constraint, we only finished parsing a
small portion of the retrieved documents using OpinionFinder for
our submitted run. In this paper, we also report the results obtained
based on a complete parsing of the retrieved documents usingOpin-
ionFinder.

Finally, one polarity run was submitted, where the opinion cat-
egorisation is based on the dictionary-based opinion finding ap-
proach. For each type of opinion relevance degree (positive, neg-
ative or mixed), we measure the divergence of each term’s distri-



Run Techniques
uogBOPF(Base) T-only queries + PL2F
uogBOPFProx uogBOPF + proximity
uogBOPFProxW uogBOPFProx + dictionary
uogBOPFTD(Base) TD queries + PL2F
uogBOPFTDW uogBOPFTD + dictionary
uogBOPFTDOF uogBOPFTDW + OpinionFinder

Table 1: Techniques applied in the submitted runs in the Blog
track opinion finding task.

Run MAP(rel) P@10(rel) MAP(op) P@10(op)

median 0.3340 - 0.2416 -

Title-only runs
uogBOPF(Base) 0.3532 0.6120 0.2596 0.4200
uogBOPFProx 0.3812 0.6740 0.2817 0.4540
uogBOPFProxW 0.4160 0.7200 0.3264 0.5520

Title-description runs
uogBOPFTD(Base) 0.3868 0.7420 0.2971 0.4880
uogBOPFTDW 0.4033 0.7600 0.3182 0.5580
uogBOPFTDOF 0.3872 0.7300 0.2995 0.4920
uogBOPFTDOFa 0.4064 0.7560 0.3251 0.5620
uogBOPFPol RAccuracy: 0.1460 median: 0.1227

Table 2: Results of submitted runs in the opinion finding task.
uogBOPFTDOFa is an additional run for which the parsing
of the retrieved documents using OpinionFinder is completed.
uogBOPFPol is our polarity run. All submitted runs are above
the median of all participating systems. A value in bold indi-
cates a significant difference (p ≤ 0.05) from the baseline run
according to the Wilcoxon matched-pairs signed-ranks test.

bution in the documents with this type of opinion relevance degree
from its distribution in all relevant documents. We submit the top
100 positive, negative or mixed terms as a query to the systemto
score the polarity orientation of the documents in the collection.
Each document is then categorised into the type (i.e. positive, neg-
ative or mixed) with the highest score.

Table 2 summarises the retrieval performance of our submitted
runs in terms of topic relevance (rel) and opinion finding (op). In
this table, a value in bold indicates a significant difference (p ≤
0.05) from the baseline run according to the Wilcoxon matched-
pairs signed-ranks test. From the three title-only runs, wefind
that runs uogBOPFProx and uogBOPFProxW provide a statisti-
cally significant improvement over the baseline run uogBOPFin
both topic relevance and opinion finding. This shows that theuse
of term proximity and the weighted dictionary is helpful in find-
ing opinionated documents. In particular, the dictionary-based ap-
proach markedly improves the baseline (15.8% between uogBOPF-
Prox and uogBOPFProxW in MAP, see Table 2). Moreover, it is
interesting to see that the use of the dictionary for opinionfind-
ing improves the retrieval performance in both topic relevance and
opinion finding. This is probably due to the fact that the blogar-
ticles are often opinionated. As a result, an approach improving
the opinion finding performance is likely to improve the topic rel-
evance. From the three title-description (TD) runs, we alsoob-
serve an improvement in both topic relevance and opinion finding
brought by the weighted dictionary. In addition, row uogBOPFTD-
OFa gives the result obtained using OpinionFinder with a complete
parsing of the retrieved documents. Compared with the baseline
uogBOPFTD, OpinionFinder brings a statistically significant im-
provement in both topic relevance and opinion finding, if thepars-
ing of the retrieved documents is complete. Finally, the last row
shows that our only submitted polarity run gives a RAccuracy(a
ranked classification accuracy measure [13]) that is higherthan the

Run MAP(rel) P@10(rel) MAP(op) P@10(op)

Title-only runs
uogBOPF(Base) 0.3464 0.5960 0.2583 0.4260
uogBOPFProx 0.3809 0.6580 0.2847 0.4720
uogBOPFProxW 0.4076 0.7100 0.3256 0.5540

Title-description runs

uogBOPFTD(Base) 0.3797 0.7300 0.2847 0.4820
uogBOPFTDW 0.3892 0.7300 0.3100 0.4840
uogBOPFTDOFa 0.3963 0.7480 0.3133 0.5440

Table 3: Results of submitted runs in the opinion finding task
when the document fields feature is disabled. A value in bold in-
dicates a significant difference (p ≤ 0.05) from the baseline run
according to the Wilcoxon matched-pairs signed-ranks test.

Run MAP(rel) P@10(rel) MAP(op) P@10(op)

Title-only runs
uogBOPF(Base) 0.3677 0.6180 0.2722 0.4380
uogBOPFProx 0.4041 0.6800 0.3007 0.4840
uogBOPFProxW 0.4114 0.7100 0.3279 0.5540

Title-description runs
uogBOPFTD(Base) 0.3967 0.7220 0.2968 0.4980
uogBOPFTDW 0.3897 0.7180 0.3060 0.5440
uogBOPFTDOFa 0.3950 0.7280 0.3082 0.5600

Table 4: Results of submitted runs in the opinion finding task
when the document fields feature is disabled and language filter
is applied. A value in bold indicates a significant difference
(p ≤ 0.05) from the baseline run according to the Wilcoxon
matched-pairs signed-ranks test.

median of all participants.
In our additional runs, we investigate if the use of document

fields helps improve the retrieval performance. Table 3 provides
the results obtained for our runs when the document fields feature
is disabled. In this case, only the document content is used for
retrieval. By comparing the results with (Table 2) and without (Ta-
ble 3) the use of document fields, we find no statistically significant
difference in the retrieval performance in these two tables. The re-
sults suggest that the document content index is adequate enough
for this task. The use of additional document structure information
does not seem to be beneficial.

Finally, we apply a language filter that removes non-Englishdoc-
uments from the retrieved set. Table 4 contains the results obtained
if the document fields feature is disabled and a language filter is
applied. Compared with the results obtained without the useof the
language filter (see Table 3), we find that the retrieval performance
is markedly improved when the opinion finding feature is disabled.

In the Blog track opinion finding task, we have mainly tested
two novel approaches for detecting subjectivity in documents. The
light-weight statistical dictionary-based approach provides statis-
tically significant improvement in opinion retrieval over the base-
line (15.8% between uogBOPFProx and uogBOPFProxW in MAP,
see Table 2); The NLP-based approach using OpinionFinder also
achieves similar improvement when the parsing for the retrieval
documents is complete. Moreover, from our additional runs,we
find that the use of document fields does not seem to be helpful,
and the use of the language filter is beneficial.

5. ENTERPRISE TRACK:
DOCUMENT SEARCH TASK

In our participation in the Document Search task, we aim to test
a list of techniques for using the feedback documents for enhanc-
ing the retrieval performance, using different sources of evidence,
including the click-distance, inlinks, and a combination of inlinks



with URL-length. The feedback documents are given by the track
organisers which are known to be relevant to the topics used in
this task. Section 5.1 describes the different sources of evidence of
relevance used in our experiments. Section 5.2 presents ourexper-
iments in this task.

5.1 Different Sources of Evidence
We apply three different sources of evidence for utilising the

feedback documents, namely click-distance, inlinks, and URL-length.
The underlying hypothesis of the click-distance evidence is that

the documents, adjacent to a known relevant document in the link-
ing structure, are likely to be relevant. We conduct a breath-first
search for the shortest path in the hyperlink graph between each
document in the ranking and the feedback documents. If a shortest
pathminDist is not found within amaxDist links of the feed-
back document, then the distance is assumed to bemaxDist + 1.
The click-distance evidence is then combined with the relevance
scoreScore(d, Q) by the inverse form of thesigmoid function
in [5]:

Scorecom(d, Q) = w
(minDist + 0.5)a + ka

(minDist + 0.5)a
+ Score(d, Q)

(12)
wherew, a andk are parameters. We use the parameter values
suggested in [5] which arew = 1.8, a = 0.6 andk = 1.

In addition to the click-distance evidence, we considered the fol-
lowing two sources of query-independent evidence, namely inlinks
and URL-length:

• Inlinks: Documents in the Web are connected through hyper-
links. A hyper-link is a connection between a source and a
target document. A high number of incoming links indicates
that many documents consider the given document to be of a
high quality.

• URL-length: Simply counts the number of symbols in the
URL. For example trec.nist.gov has a character length 13.

When using a query-independent feature for retrieval, the relevance
score of a retrieved document d for a query Q is altered in order to
take the document prior probability into account as follows:

score(d, Q) = score(d,Q) + log(P (E)) (13)

where P(E) is the prior probability of the query independentfeature
E in document d.

From our previous study in [16], we found that it is possible to
make a further improvement on the retrieval performance if we in-
tegrate more than one source of query-independent evidence. We
used the conditional combination method, which takes the possi-
ble dependence between query-independent evidence into account
[16]. Two query-independent features as combined by:

P (E1, E2) = P (E2|E1) · P (E1) (14)

where P(E1) is the prior probability of the query independent fea-
ture E1;P(E2|E1) is the conditional probability of the query in-
dependent feature E2, given E1;P(E1|E2) is the probability that
both E1 and E2 occur [16]. Naturally, we can extend this technique
to combine more than two sources of query-independent evidence.

When using the combination of query-independent feature de-
scribed in Equation (14) for retrieval, the score of a retrieved doc-
ument d for a query Q is altered, in order to take the combined
query-independent evidence into account as follows:

score(d, Q) = score(d,Q) + log(P (E1, E2)) (15)

Run Techniques
uogEDSF(Base) PL2F
uogEDSINLPRI PL2F+inlinks
uogEDSComPri PL2F+combining inlinks with URL length
uogEDSCLCDIS PL2F+click-distance

Table 5: Techniques applied in the submitted runs in the En-
terprise track document search task.

5.2 Experiments
We submitted four runs, all of which apply the PL2F DFR fields-

based weighting model in Equations (1) & (2). Our submitted runs
are summarised in Table 5. Our baseline run is uogEDSF, which
applies the PL2F field-based weighting model. The parameterval-
ues used in PL2F are shown in Table 14On top of the baseline
(uogEDSF), run uogEDSINLPRI tests the inlinks query-independent
evidence, and run uogEDSComPri tests the combination of inlinks
with URL-length. Finally, run uogEDSCLCDIS tests the use of
click-distance. In our submitted runs, the training of the query-
independent evidence, namely inlinks and URL-length, was done
using the given feedback documents. The target evaluation mea-
sure of the training process is the Mean Reciprocal Rank (MRR)
since there are only very few feedback documents per query.

Table 6 summarises the results of our submitted runs on the final
50 judged queries. The table shows that our baseline (uogEDSF)
provides a robust retrieval performance that is higher thanthe me-
dian MAP of all participating systems. Run uogEDSCLCDIS, which
uses the click-distance evidence, performs slightly better than our
baseline, but with no statistically significant differenceaccording
to the Wilcoxon matched-pairs signed-ranks test. In addition, we
see that the use of the query-independent evidence does not im-
prove MAP and precision at 10 though it helps in MRR (inlinks es-
pecially can make a statistically significant improvement over the
baseline) since it is the target evaluation measure for our training.
We suggest this is due to the fact that our training process overfitted
the small number of the given feedback documents.

Therefore, we re-run the experiments where the training of the
query independent evidence is conducted on the .GOV collection
(TREC 2003 Web Track mixed task), by optimising MAP. In this
case the feedback documents are not used. The results presented in
Table 6 show that the use of query-independent evidence doesnot
improve MAP and P@10 over the baseline (the only exception is
the URL-length evidence on P@10). However, the MRR measure
is improved for all three sources of query-independent evidence.

We also re-run the experiments where the training of the query
independent evidence is conducted on the .GOV2 collection (TREC
2006 namedpage finding task), by optimising MRR. The results
show that the use of query independent evidence leads to improve-
ments over the baseline at P@10 and MRR measures (the only ex-
ception is inlinks on P@10). However, no improvement over the
baseline is observed for MAP (see bottom part of Table 6).

Overall, with various different training settings, it was not pos-
sible to improve the baseline MAP by using the query independent
evidence, suggesting that the training issue needs to be further in-
vestigated (e.g. use of more training queries)

To conclude, in this task, we have tested the use of different
sources of evidence for utilising the feedback documents. Accord-
ing to our experimental results, the use of click-distance works the
best in our submitted runs with a slight positive differencefrom the
baseline; The use of the query-independent feature can improve
precision at 10 and MRR over the baseline if the training is app-
ropriately conducted. More training data is possibly required for a
better performance on MAP.



Run - MAP P@10 MRR
median - 0.3072 - -

Feature Training Data Training Measure
Official Runs

uogEDSF(Base) - Feedback documents MRR 0.3393 0.4840 0.8092
uogEDSINLPRI inlinks Feedback documents MRR 0.2694 0.4600 0.8680
uogEDSComPri inlinks + URL length Feedback documents MRR 0.2190 0.4820 0.8505
uogEDSCLCDIS click distance Feedback documents MRR 0.3442 0.4940 0.8236

Unofficial Runs
- URL length Feedback documents MRR 0.3002 0.4840 0.8381
- inlinks TREC 2003 Web Track mixed task MAP 0.3162 0.4740 0.8531
- inlinks + URL length TREC 2003 Web Track mixed task MAP 0.2322 0.4720 0.8511
- URL length TREC 2003 Web Track mixed task MAP 0.3281 0.4880 0.8110
- inlinks TREC 2006 namedpage finding task MRR 0.3000 0.4680 0.8548
- inlinks + URL length TREC 2006 namedpage finding task MRR 0.2382 0.4940 0.8566
- URL length TREC 2006 namedpage finding task MRR 0.3249 0.5140 0.8183

Table 6: The results of our official and unofficial runs in the Enterprise track Document Search task. The second row contains the
median MAP of all participating systems. Value in bold indicates a significant difference (p ≤ 0.05) from the baseline run according
to the Wilcoxon matched-pairs signed-ranks test.

6. ENTERPRISE TRACK:
EXPERT SEARCH TASK

We participated in the expert search task of the TREC 2007 En-
terprise track, with the aim of continuing to test and develop our
Voting Model for expert search [9]. In the expert search task, sys-
tems are asked to rank candidate experts with respect to their pre-
dicted expertise about a query, using documentary evidenceof ex-
pertise found in the collection.

Our participation to the expert search task of TREC 2007 strength-
ens the Voting Model for expert search by testing it on a new test
collection. We also test two forms of proximity and two formsof
query expansion. In particular, we investigate how the proximity of
candidate name occurrences to query terms can be applied within
an expert search system. Indeed, a document may contain occur-
rences of several candidates’ names. The closer a candidatename
occurs to the terms of the query, the more likely that the docu-
ment is a higher quality indicator of expertise. In this technique,
we strengthen votes from expertise evidence where the candidate’s
name occurs in close proximity to the terms of the query.

Moreover, we compare two techniques for query expansion (QE)
when applied to the expert search task. In the first of these, document-
centric QE [11], QE is performed on the underlying ranking ofdoc-
uments. In the second, known as candidate topic-centric QE [12],
where the pseudo-relevant set is taken as the top-ranked profile doc-
uments associated to the top-ranked candidates.

The remainder of this section is structured as follows: In Sec-
tion 6.1, we give an overview of the Voting Model for expert search;
Section 6.2 details how we take candidate and query term proximity
into account in the Voting Model; and Section 6.3 provides details
on both forms of query expansion; We detail the experimentalsetup
in Section 6.4; and provide results and conclusions in Section 6.5.

6.1 Voting Model
In our voting model for expert search, instead of directly ranking

candidates, we consider theranking of documents, with respect to
the queryQ, which we denoteR(Q). We propose that the rank-
ing of candidates can be modelled as a voting process, from the
retrieved documents inR(Q) to the profiles of candidates: every
time a document is retrieved and is associated with a candidate,
then this is a vote for that candidate to have relevant expertise to
Q. The votes for each candidate are then appropriately aggregated
to form a ranking of candidates, taking into account the number of
voting documents for that candidate, and the relevance score of the
voting documents. Our voting model is extensible and general, and

is not collection or topics dependent.
In [9], we defined twelve voting techniques for aggregating votes

for candidates, adapted from existing data fusion techniques. In this
work, we apply only the robust and effective expCombMNZ voting
technique for ranking candidates. expCombMNZ ranks candidates
by considering the sum of the exponential of the relevance scores of
the documents associated with each candidate’s profile. Moreover,
it includes a component which takes into account the number of
documents inR(Q) associated to each candidate, hence explicitly
modelling the number of votes made by the documents for each
candidate. Hence, in expCombMNZ, the score of a candidateC ’s
expertise to a queryQ is given by:

score candexpCombMNZ (C, Q) = ‖R(Q) ∩ profile(C)‖

·
X

d ∈ R(Q)∩ profile(C)

exp(score(d,Q)) (16)

where‖R(Q) ∩ profile(C)‖ is the number of documents from
the profile of candidateC that are in the rankingR(Q).

6.2 Candidate - Query Term Proximity
Some types of documents can have many topic areas and many

occurrences of candidate names (for instance, the minutes of a
meeting). In such documents, the closer a candidate’s name oc-
currence is to the query terms, the more likely that the document is
a high quality indicator of expertise for that candidate [3,17].

We define the proximity of candidate and query terms in terms
of the DFR term proximity document weighting models defined in
Section 2.2. The term proximity model is designed to measurethe
informativeness in a document of a pair of query terms occurring
in close proximity. We adapt this to the expert search task and into
the expCombMNZ voting technique (Equation (16)), by measuring
the informativeness of a query term occurring in close proximity to
a candidate’s name, as follows:

score candexpCombMNZProx(C, Q) = (17)

‖R(Q) ∩ profile(C)‖ ·
X

d ∈ R(Q)∩ profile(C)

exp(

score(d, Q) +
X

p=name(C)×t∈Q

score(d, p))

Here p is a tuple consisting of a termt from the query and the
full name of candidateC. score(d, p) can be calculated using any
DFR weighting model [7], however, for efficiency reasons, weuse



the pBiL2 model (Equation (6)) because it does not consider the
frequency of tuplep in the collection but only in the document.

Hence, in this way, we are able to use the same weighting model
to count and weight candidate occurrences in close proximity to
query terms as we proposed in [7] to weight the informativeness of
query terms occurring in close proximity. Note that the approach
proposed here does not remove evidence of expertise for a candi-
date where the candidate’s name does not occur near a query term,
as this may result in a relevant candidate not being retrieved for
a difficult query (i.e. the relevant candidate had only sparse ev-
idence of expertise). Instead, candidate with names occurring in
close proximity to query terms are given stronger votes in the Vot-
ing Model, and hence should be ranked higher in the final ranking
of candidates.

6.3 Query Expansion in Expert Search
Query Expansion (QE) has previously been shown to be useful

in adhoc document retrieval tasks. We have been investigating how
QE can be applied in the expert search task. In particular, wehave
proposed two forms of QE. Firstly, using the underlying ranking
of documentsR(Q) applied in the voting model, it is clear that
query expansion can be applied onR(Q), to improve the quality of
the ranking of documents, and hence the accuracy of the ranking
of candidates [11]. In this scenario, the pseudo-relevant set is the
top-ranked documents in the document rankingR(Q).

However, it would be better to apply QE in expert search where
the items of the pseudo-relevant set are in fact the top-ranked candi-
dates. While we proposed candidate centric QE in [11], this method
did not perform well, due to the occurrence of topic drift within
candidate profiles. Topic drift is when a candidate has many in-
terests represented in their profile, and using all documents in the
profile can cause the QE to fail, by selecting expansion termsun-
related to the original query [12]. We hence proposed a new form
of QE for expert search, known as candidate topic centric QE,in
which the pseudo-relevant set contains only the top-rankeddocu-
ments for the top-ranked candidate profiles [12].

6.4 Experimental Setup
In contrast to previous years of the expert search task at TRECs

2005 and 2006, for TREC 2007, there is no ‘master list’ of candi-
dates deployed as a central part of the test collection. Indeed, par-
ticipants are more realistically expected to identify and rank candi-
dates themselves.

To identify candidates, we looked to identify email addresses in
the CERC collection. As many email addresses are obfuscatedto
avoid detection by spam robots, we attempted to identify as many
alternatives for the@ symbol as possible (for exampleAT , {at}
etc.). Once the email addresses were extracted, we removed email
addresses not matching the formatfirstname.lastname@cs
iro.au. Lastly, because there are many example email addresses
in the corpus, we removed the email addresses containing these-
quence of charactersname (e.g. the actual addressfirstname.
lastname@csiro.au is removed).

The second stage is associating documents with each candidate.
The full name of each candidate is derived from their email address.
We look for documents that match the full name (and hence the
email address) of each candidateC, and associate them with that
candidate.

For all our submitted runs, we apply the same index used in
the document search task. Standard stopwords are removed, and
Porter’s English stemmer is applied. Moreover, to generatethe
underlying ranking of documents, we apply the PL2F document
weighting model (Equation (1)), with three fields, namely content,

Run Name Salient Features
uogEXFeMNZ PL2F & expCombMNZ voting technique
uogEXFeMNZP + query term proximity
uogEXFeMNZcP + candidate query term proximity
uogEXFeMNZdQ + document centric QE
uogEXFeMNZQE + candidate topic centric QE

Table 7: Salient features of our Enterprise track expert search
task submitted runs.

title and anchor text. For query expansion, we apply the Bo1 term
weighting model from the DFR framework (Equation (7)). For
training, we used the same setting for the PL2F document weight-
ing as that applied in the document search task of the Enterprise
task - see Table 14. For training expert search specific features of
runs (e.g. query expansion, candidate-query term proximity), we
trained on TREC 2005 and 2006 expert search tasks.

Unfortunately, two small bugs affected our identifying of can-
didates and documents. Firstly, we did not correctly describe the
HTML entity for the @ symbol, by mistakenly writing&64; in-
stead of&#64;. This had the effect of not identifying 302 can-
didates (of which 16 relevant candidates were omitted). Secondly,
our custom written Perl scripts only identified at most one expert
per line of the HTML documents in the CERC collection. This had
the effect of omitting a total of 346 candidate-document associa-
tions.

6.5 Experiments and Results
We submitted four runs to the expert search task of the Enterprise

track. Along with the unsubmitted baseline, these were:

• uogEXFeMNZ: is our baseline run (unsubmitted). It applies
the PL2F DFR document weighting model (Equations (1)
& (2)) to generate the underlying ranking of documents, com-
bined with the expCombMNZ voting technique to rank ex-
perts.

• uogEXFeMNZP: improves upon the baseline run by apply-
ing query term proximity, pBiL2, (Equation (6)) to the un-
derlying ranking of documents.

• uogEXFeMNZcP: applies the candidate - query term prox-
imity technique described in Section 6.2 above. Baseline is
uogEXFeMNZ.

• uogEXFeMNZdQ: applies document-centric QE [11] to the
baseline.

• uogEXFeMNZQE: applies candidate-topic-centric QE [12]
to the baseline.

The salient features of the runs are described in Table 7. More-
over, Table 8 details the retrieval performance of the submitted runs
and our unsubmitted baseline run (uogEXFeMNZ). Retrieval per-
formance is measured in terms of mean average precision (MAP)
and mean reciprocal rank (MRR). Moreover, we also provide cor-
rected retrieval performances using the improved candidate profile
sets. From the results, it is firstly noticeable that using the improved
candidate profile sets markedly improves the retrieval performance
of all runs. The largest of these improvements in the run apply-
ing candidate - query term proximity (uogEXFeMNZcP), which
jumps from 0.3138 to 0.4419 MAP (41% improvement). Over
all the corrected runs, this run performs the best, followedby the
normal query term proximity approach (uogEXFeMNZPP). Can-
didate topic centric QE shows a very small improvement over the



Submitted Corrected
Run Name MAP MRR MAP MRR
Best 0.70010 0.9345 0.7010 0.9345
Median 0.2468 0.5011 0.2468 0.5011
uogEXFeMNZcP 0.3138 0.4475 0.4419 0.5802
uogEXFeMNZdQ 0.3122 0.4597 0.3748 0.5266
uogEXFeMNZP 0.3042 0.4239 0.3811 0.5024
uogEXFeMNZQE 0.2686 0.3670 0.3783 0.5149
uogEXFeMNZ - - 0.3782 0.5057

Table 8: The mean average precision (MAP) and mean recip-
rocal rank (MRR) of our Enterprise track expert search task
submitted runs, as well as the median performance achieved
by all participating systems. Submitted is using the profileset
we use for our submitted runs, while corrected depicts the re-
trieval performance when the improved profile sets are applied.
All runs use title only topics. uogEXFeMNZ is an additional,
unsubmitted baseline run.

Method MAP MRR
VotesProx 0.2171 0.2754
CombMAXProx 0.4332 0.6034
CombSUMProx 0.3190 0.4139
CombMNZProx 0.2569 0.3223
expCombSUMProx 0.4370 0.5905
expCombMNZprox 0.4419 0.5802
MRRProx 0.3148 0.4081

Table 9: Comparison of the retrieval performance of various
voting techniques in the Enterprise track expert search task.

corrected baseline, while document centric QE shows a smallde-
crease. Compared to the median, the corrected runs are well above
the median performance for MAP, and above median MRR also.

Table 9 details the performance of a selection of voting tech-
niques from the Voting Model for expert search [9]. All voting tech-
niques use the PL2F document weighting model as well as the im-
proved candidate profile sets and candidate query term proximity.
From this we can see that the CombMAX voting technique is best
for the MRR evaluation measure, and the MRR voting technique
performs best for the MAP evaluation measure. The CombMAX,
expCombSUM and expCombMNZ techniques markedly improve
over the Votes, CombSUM, CombMNZ and MRR voting tech-
niques, for both evaluation measures.

6.6 Expert Search Task Conclusions
Overall, we demonstrated that the voting techniques from the

Voting Model can be successfully applied on the new and more
realistic CERC expert search test collection. Our results show the
candidate - query term proximity method we proposed can be effec-
tively applied to the expert search task, and will result in amarked
increase in both MAP and MRR retrieval performances. Finally,
(for the second year running), we have been affected by a bug in
the generation of candidate profiles, and that the accuracy of candi-
date expertise evidence is a highly important factor in the retrieval
performance of the expert search system.

In terms of experimental conclusions, the proposed candidate
query term proximity technique shows a marked improvement (17%)
over the baseline, followed by the more traditional proximity ap-
plied on the document ranking. For the query expansion, the docu-
ment centric QE did not work while the candidate topic centric QE
showed little positive difference from the baseline, and not as much
as the increases exhibited by the proximity runs.

7. BLOG TRACK:
FEED DISTILLATION TASK

In TREC 2007, we also participated in the blog distillation (feed
distillation) task of the Blog track, where we aim to test theap-
plicability of our novel voting model for Expert Search [9] to this
task. Firstly, in the blog distillation task, the aim of eachsystem is
to identify the blogs (feeds2) that have a principle recurring interest
in the query topic [13]. We believe that the blog distillation task
can be seen as a voting process: A blogger with an interest in a
topic will blog regularly about the topic, and these blog posts will
be retrieved in response to a query topic. Each time a blog post
is retrieved about a query topic, that can be seen as a vote forthat
blog to have an interest in the topic area. Indeed, this task is then
very similar to the expert search task, in that both tasks aggregate
the documents that are ranked in response to a query. Hence, our
main investigation in our TREC 2007 participation is to determine
if our Voting Model for expert search (which we also applied for
the expert search task in Section 6) can be successfully applied to
this task also.

In this task, we have three central research hypotheses: Firstly, is
the voting paradigm depicted by the Voting Model for expert search
an accurate depiction of the blog distillation task, and hence can the
voting techniques be successfully applied in this task; Secondly,
can we improve the effectiveness of the blog distillation system
by giving less consideration to feeds that do not have a cohesive
set of associated documents; and lastly, can the anchor textfrom
homepages to homepages be of benefit to the retrieval performance
of the search engine.

7.1 Cohesiveness
In [12], we defined three measures of cohesiveness for expert

search, within the context of query expansion for expert search.
A measure of cohesiveness examines all the documents associated
with an aggregate, and measures on average, how different each
document is from all the documents associated to the aggregate.
In particular, we proposed three measures of cohesiveness,based
on Cosine distance, Kullback-Leibler divergence, and profile size.
In TREC 2007, we aim to test whether the cohesiveness measures
can successfully identify feeds that blog about a very diverse set
of topics, and hence are less likely to be principally devoted to the
area of the query topic.

In TREC 2007, we only apply the cohesiveness measure based
on the Cosine distance, as the profile size-based measure is not intu-
itive in the blogosphere context, while the multiple logarithm func-
tion calls in the Kullback-Leibler divergence based cohesiveness
measure make it slower to apply at the scale of the TREC Blogs06
collection. The cohesiveness of a blogB can be measured using
the Cosine measure from the vector-space framework as follows:

CohesivenessCos(B) =
1

‖posts(B)‖
·

X

d∈posts(B)

P

t∈posts(B) tfd · tfB
q

P

t∈d(tfd)2
q

P

t∈posts(B)(tfB)2
(18)

whereposts(B) denotes the set of blog posts (i.e. documents)
associated with blogB. Moreover,tfd is the term frequency of
termt in documentd, andtfB is the total term frequency of termt
in all documents associated with blogB (denotedt ∈ posts(B)).
CohesivenessCos measures the mean divergence between every
document in the blog and the blog itself. Note thatCohesivenessCos

2In this task, we will use the term feed and blog interchangeably,
as each blog in the collection has one corresponding feed.



is bounded between 0 and 1, where 1 means that the documents
represent the entire blog completely.

We integrate the cohesiveness score with thescore cand(B,Q)
of a blog to a query as follows:

score cand(B, Q) = score cand(B, Q) (19)

+ log(1 + CohesivenessCos(B))

7.2 Additional Homepage Anchor Text
Blogs often link to other blogs with similar interests, particularly

in the ‘blogroll’ at the side of a blog’s homepage. Because ofthis
linkage, we choose to use some additional anchor text information
from the blogrolls from blogs in the collection. In doing so,we
hoped that this would bring additional textual evidence about the
blogger’s interests, and also would identify the more authoritative
blogs (i.e. those most linked to by other blogs in the generaltopic
area).

Recall from Section 3 that we have already indexed the perma-
links (documents) part of the Blogs06 collection. In doing so, we
extracted all anchor text comingfrom documentsto documents.
However, such anchor text does not include the blogroll normally
found on the homepage of each blog.

Therefore in addition, we extracted anchor text linking from the
homepage component of the collection to other homepages in the
collection. This obtained, on average, an additional 49 tokens of
anchor text per blog, in addition to the mean 21 tokens of anchor
text already associated with each document in the collection.

We combined the additional anchor text information with the
blog scores as follows:

score cand(B, Q) = score cand(B, Q) (20)

+ score candAnch(B, Q)

where score candAnch(B, Q) is the score of additional home-
page anchor text calculated using the PL2 weighting model (Equa-
tions (1) & (3)). This has the effect of boosting blogs that have
anchor text linking to their homepages containing query terms.

7.3 Experimental Setup
Similar to our participation in the opinion finding task of the

Blog track, and as described in Section 3, we index the perma-
links component of Blogs06 collection using the Terrier IR plat-
form [14], by removing standard stopwords and applying Porter’s
stemming for English. Note that we do not index the feeds compo-
nent of the collection.

For the underlying ranking of blog posts, we apply the PL2F
field-based document weighting model (Equation (1)), usingthe
content, title and anchor text of incoming hyperlinks as thefields.
The parameter values for PL2F were exactly the same as those ap-
plied in the opinion finding task - i.e. they were trained on the
TREC 2006 opinion finding task (Actual values are reported inTa-
ble 13).

For the associations between blog posts (documents) and blogs,
we use the mappings provided by the collection, so that everydoc-
ument is associated to its corresponding blog. Hence, when ablog
document is retrieved for a query topic, this can be seen as a vote
for the corresponding blog to have an interest in the topic area.

7.4 Experiments and Results
We submitted 4 runs to the Blog Distillation task of the TREC-

2007 Blog Track, which test our hypotheses for this task. Thefirst
run is a baseline run.

• uogBDFeMNZ is our baseline run. It uses the PL2F weight-
ing model together with expCombMNZ voting technique to

Run Name Salient Features
uogBDFeMNZ PL2F & expCombMNZ voting technique
uogBDFeMNZhA + homepage anchor text
uogBDFeMNZpC + cohesiveness
uogBDFeMNZP + query term proximity

Table 10: Salient features of our Blog track feed distillation
task submitted runs.

Run Name MAP MRR P@10
Median 0.2035 - -
uogBDFeMNZ 0.2909 0.7686 0.5222
uogBDFeMNZhA 0.2340 0.7610 0.4667
uogBDFeMNZpC 0.2685 0.7620 0.5111
uogBDFeMNZP 0.2923 0.7834 0.5311

Table 11: The mean average precision (MAP), Reciprocal Rank
(MRR), and precision at 10 (P@10) of our submitted Blog track
feed distillation task runs, as well as the median performance
achieved by all participating systems. MRR and P@10 medians
are not available.

score the predicted relevance of feeds to the query topic.

• uogBDFeMNZP improves on the baseline run, by boosting
the rank of documents in the document ranking where the
query terms occur in close proximity. We use the PBiL2 DFR
term dependence model (Equation (6)) to model the proxim-
ity of query terms in the documents.

• uogBDFeMNZpC investigates our cohesiveness hypothesis
in this task. Feeds with a cohesive set of blog posts that all
discuss similar topic(s) will be ranked higher than feeds with
a highly diverse set of associated blog posts.

• uogBDFeMNZhA investigates how the application of addi-
tional anchor text can be used to improve the performance of
the blog retrieval system.

Table 10 summarises the salient features of our submitted runs.
Moreover, Table 11 presents the results of the submitted runs. The
evaluation measures in this task are Mean Average Precision(MAP),
Mean Reciprocal Rank (MRR) and Precision at 10 (P@10). From
the results, we observe that all submitted runs are perform markedly
higher than the median of all participating system. Moreover, the
run applying proximity (uogBDFeMNZP) improves slightly over
the baseline (uogBDFeMNZ) for all three evaluation measures. Runs
applying additional anchor text (uogBDFeMNZhA) and cohesive-
ness (uogBDFeMNZpC) do not improve over the baseline.

In Table 12, we compare the retrieval effectiveness of various
voting techniques we proposed in [9] - note that we do not apply
proximity since it does not bring marked improvements over the
voting techniques alone. From the results, it is noticeablethat the
expCombMNZ technique performs best for MAP and P@10 eval-
uation measures, while expCombSUM performs best for the MRR
measure. The Votes, CombSUM, CombMNZ and MRR techniques
all perform similarly on the MAP evaluation measure, while the
MRR voting technique is better for the MRR evaluation measure,
and not as good as others for P@10.

7.5 Blog Distillation Task Conclusions
Our participation to the blog distillation task at the TREC 2007

Blog track was successful as it demonstrated that the votingtech-
niques that we proposed in [9] can be successfully applied tothis
task. While these techniques have been previously tested insmaller
Enterprise settings with thousands of experts, this task has a much



Method MAP MRR P@10
Votes 0.2574 0.6108 0.4867
CombMAX 0.2074 0.7034 0.3756
CombSUM 0.2669 0.6399 0.4867
CombMNZ 0.2631 0.6249 0.4844
expCombSUM 0.2663 0.7726 0.5000
expCombMNZ 0.2909 0.7686 0.5222
MRR 0.2666 0.7711 0.4511

Table 12: Comparison of the retrieval performance of various
voting techniques in the Blog track feed distillation task.

larger setting of potential experts (i.e. 100,000 blogs), and given
the promising retrieval performance demonstrated here by our runs,
that it performs well in this larger setting.

8. CONCLUSIONS
In TREC 2007, we participate in two tracks, namely the Blog

track and the Enterprise track. For the Blog track, our main re-
search conclusion in the opinion finding task is that a purelysta-
tistical and lightweight approach based on a weighted dictionary is
very effective in detecting opinions, in particular, leading to 15.8%
improvement over the baseline. In addition, the OpinionFinder
tool can be as effective as the dictionary-based approach ifapplied
on all of the retrieved documents. For the blog distillationtask,
we showed a connection to the expert search task, by successfully
adapting voting techniques that we have previously developed for
expert search.

In the Enterprise track, our main finding for the document search
task is that the click distance is the most effective featurefor iden-
tifying related documents based on the feedback evidence. The use
of priors and their combination did not work as well as expected,
mainly due to a lack of adequate training. Finally, in the expert
search task, the use of candidate and query term proximity bene-
fited retrieval performance markedly, and that for the queryexpan-
sion techniques, the more realistic candidate-centric form helped
most, improving slightly on the baseline.
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Parameter Equations(s) Value(T) Value(TD)
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PL2Fcbody (1) & (2) 9.34 2.73
PL2Fctitle (1) & (2) 22.28 98.70
PL2Fcanchor (1) & (2) 8.16 0.84
pBiL2 cp (6) & (3) 40.00 -
pBiL2 dist (6) 2 -

Table 13: The parameter values used in our TREC 2007 Blog
track opinion finding task runs for title-only (T) and title-
description (TD) queries. The title-only settings are alsoused
in the blog distillation task.
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