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Abstract. In an Enterprise setting, an expert search system can as-
sist users with their “expertise need” by suggesting people with relevant
expertise to the topic of interest. These systems typically work by as-
sociating documentary evidence of expertise to each candidate expert,
and then ranking the candidates by the extent to which the documents
in their profile are about the query. There are three important factors
that affect the retrieval performance of an expert search system - firstly,
the selection of the candidate profiles (the documents associated with
each candidate), secondly, how the topicality of the documents is mea-
sured, and thirdly how the evidence of expertise from the associated
documents is combined. In this work, we investigate a new dimension
to expert finding, namely whether some documents are better indicators
of expertise than others in each candidate’s profile. We apply five tech-
niques to predict the quality documents in candidate profiles, which are
likely to be good indicators of expertise. The techniques applied include
the identification of possible candidate homepages, and of clustering the
documents in each profile to determine the candidate’s main areas of
expertise. The proposed approaches are evaluated on three expert search
task from recent TREC Enterprise tracks and provide conclusions.

1 Introduction

Modern expert search systems in Enterprise settings work by using documents
to form the profile textual evidence of expertise for each candidate. The profiles
represent the system’s knowledge of the expertise of each candidate, and on
receiving a user query, they are ranked by how well the documents in their
profile are related to the query [1,2]. For example, the Voting Model for expert
search [3] sees this as a voting process: documents in the collection are ranked in
response to the query, and then each document retrieved that is associated with
a candidate is seen as a vote for that candidate to be retrieved for the query.

The retrieval performance of an expert search system is very important. In-
deed, expert search has been a retrieval task in the Enterprise tracks of the Text
REtrieval Conferences (TREC) since 2005 [4], aiming to evaluate state-of-the-
art expert search approaches. This effort has generated two test collections for
expert search, namely the W3C collection, and the CERC collection.

Several important factors have been investigated that can impact the re-
trieval performance of an expert search system. Firstly, the manner in which the
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evidence of expertise in the associated documents of each candidate are combined
has an impact on the retrieval performance of the expert search system [3,5]. Sec-
ondly, it has been shown several times that the retrieval performance of an expert
search system can be improved if the means by which the topicality of a docu-
ment to a query is improved [6,7,8,9]. The better the expert search system is able
to identify only on-topic documents in the corpus, the more likely it is that the
inferences of expertise that can be drawn from the documents will be correct -
i.e. off-topic documents will not give erroneous votes to non-relevant candidates.
Moreover, various past research has applied query expansion [6,8,9], document
structure [6,7] and proximity of query terms in documents to improve the under-
lying document retrieval system [6,10]. Thirdly, various research in expert search
has observed that the quality of the candidate profiles has a major impact on
the retrieval performance of the expert search system [11,12]. In particular, if
one or more documents about the query topic which should be associated to
a relevant candidate are omitted, then retrieval performance can be impaired.
Indeed, the principle of accumulation of evidence suggests it is better to obtain
as much expertise evidence as possible for a candidate.

In the area of Web IR, documents usually have a notion of quality associated
with them. For example, a document that is linked to by many other documents
is considered to be more authoritative about a topic than another less linked
document, or a document that has a short URL is likely to be a homepage
which users prefer. Web IR retrieval systems often take such sources of evidence
into account when ranking Web documents, to improve the retrieval performance
of the search engine [13,14].

In a similar vein, the aim of this work is to investigate a new aspect of the
expert search system, which is the identification of high-quality evidence in the
candidate profiles. We believe that if a notion of high-quality expertise evidence
for a candidate can be defined, then this evidence can be successfully taken into
account when ranking candidate experts. For instance, a document which is the
homepage of a candidate is more likely to contain useful evidence of expertise
than the minutes of a meeting that the candidate attended. However, it is not
necessarily safe to remove all meeting minutes from all the candidate profiles, as
this could prevent a relevant candidate from being retrieved for a difficult query.
Instead, it is safer to weight higher (i.e. give stronger votes) the documents in a
profile that we believe bring more expertise evidence about the candidate.

In this paper, we propose five techniques to predict the quality documents in
candidate profiles, which are likely to be good indicators of expertise. We carry
out the experiments with integrating these technique using the Voting Model
for expert search, because the voting paradigm provides a natural and flexible
mechanism to incorporate such additional evidence into an expert search system.
This paper is structured as follows: Section 2 reviews models for expert search,
and defines the voting technique we apply in this work; Section 3 proposes the five
techniques to determine the quality expertise evidence in candidate profiles; We
detail the experimental setting, including the test collections used in Section 4;
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Section 5 provides results and analysis of the proposed techniques; We make
concluding remarks in Section 6.

2 Expert Search

There are two requirements for an expert search system: a list of candidate
persons that can be retrieved by the system, and some textual evidence of the
expertise of each candidate to include in their profile. In most Enterprise settings,
a staff list is available and this list defines the candidate persons that can be
retrieved by the system. Candidate profiles can be created either explicitly or
implicitly: candidates may explicitly update their profile with an abstract or
list of their skills and expertise; or alternatively, the expert search system can
implicitly and automatically generate each profile from a corpus of documents.
This documentary evidence can take many forms, such as intranet documents,
documents or emails authored by the candidates, or even emails sent by the
candidate or web pages visited by the candidate (see [3] for an overview). In
this work, the profile of a candidate is considered to be the set of documents
associated with the candidate.

Once a profile of evidence has been identified for every expert, these can then
be used to rank candidates automatically in response to a query. Various expert
search approaches were proposed by participants of the TREC 2005 and TREC
2006 Enterprise tracks. These include that of Balog et al., who proposed the use
of language models in expert search [5]. They proposed two models for expert
search, however the approach is limited to the use of language modelling to
provide the estimates for the relevance of a document to the query. Similarly to
Balog et al., Fang and Zhai [15] applied relevance language models to the expert
search task. In contrast, the probabilistic approach proposed by Cao et al. [16]
and the hierarchical language models proposed by Petkova and Croft [6] do not
consider expertise evidence on a document level, but instead work on a more
fine-grained approach using windowing.

Instead, this work uses the Voting Model for expert search proposed by Mac-
donald & Ounis in [3], which considers the problem of expert search as a voting
process. Instead of directly ranking candidates, it considers the ranking of docu-
ments, with respect to the query Q, denoted by R(Q). The ranking of candidates
can then be modelled as a voting process, from the retrieved documents in R(Q)
to the profiles of candidates: every time a document is retrieved and is associ-
ated with a candidate, then this is a vote for that candidate to have relevant
expertise to Q. The ranking of the candidate profiles can then be determined by
aggregating the votes of the documents. Twelve voting techniques for ranking
experts were defined in [3], each employing various sources of evidence that can
be derived from the ranking of documents with respect to the query topic.

In this work, we only use the expCombMNZ voting technique [3], because
it provides effective and robust results across several expert search test col-
lections and document weighting models - for example experiments applying
various voting techniques combined with BM25, PL2 and DLH13 showed that
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expCombMNZ is not only one of the best voting techniques, but that it is sta-
ble across different document weighting model [7]. expCombMNZ ranks can-
didates by considering the sum of the exponential of the relevance scores of
the documents associated with each candidate’s profile. Moreover, it includes a
component which takes into account the number of documents in R(Q) asso-
ciated to each candidate, hence explicitly modelling the number of votes made
by the documents for each candidate. Hence the relevance score of a candidate
expert C with respect to a query Q, score cand(C, Q), is:

score cand(C, Q) = ‖R(Q) ∩ profile(C)‖
·

∑

d ∈ R(Q)∩ profile(C)

exp(score(d, Q)) (1)

where profile(C) is the set of documents associated with candidate C, and
score(d, Q) is the relevance score of the document in the document ranking
R(Q). ‖R(Q) ∩ profile(C)‖ is the number of documents from the profile of
candidate C that are in the ranking R(Q), and exp() is the exponential function.
The exponential function boosts candidates that are associated to highly scored
documents (strong votes).

Documents are ranked using the DLH13 document weighting model [17] from
the Divergence from Randomness (DFR) framework. We chose to experiment
using DLH13 because it has no term frequency normalisation parameter that re-
quires tuning, as this is assumed to be inherent to the model. Hence, by applying
DLH13, we remove the presence of any term frequency normalisation parameter
in our experiments. Moreover, as mentioned above, it performs comparably to
BM25 and PL2 when combined with expCombMNZ on this task [3,7].

3 Quality Evidence in Candidate Profiles

As described in the introduction, there are three factors that can have a major
impact on the retrieval performance of an expert search system. Firstly, the
technique used to generate the initial ranking of documents R(Q) has an impact
on the retrieval performance of the expert search system. Previous work has
shown that applying various document retrieval enhancing techniques (such as
query expansion) results in a better ranking of candidates [6,7,8,9].

Secondly, the technique used to aggregate the document votes into a ranking
of candidates also has a bearing on the retrieval performance. Of the twelve
voting techniques described in [3], only some techniques produce a good retrieval
performance, of which we use expCombMNZ in this work for the reasons detailed
in Section 2.

Lastly, the quality of the candidate profiles used in an expert search system
can have a major impact on the retrieval performance of the system. Due to
the ambiguity of names, obfuscation of email addresses etc., the authorship of a
document is difficult to generically identify in a heterogeneous corpus. Hence, if
an on-topic document is not associated with its author (say), then that candidate
will not receive a vote from that document.
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In [11], Balog et al. investigated how expertise evidence should be identified
from the emails of the W3C corpus. Interestingly, it was found that being in-
cluded in the CC field on an email was more important than being the author
of an email, for use as expertise evidence. Similarly, in [12], the authors investi-
gated the impact on retrieval performance of the method of identifying expertise
evidence for each candidate. For instance, they compared the effectiveness of an
expert search system when candidates were identified by their full names, by
their emails or by their last-name alone in the documents. They found that the
choice of identification method had a major impact on the performance of the
expert search system, and that the most exact form of identification (full name)
gave the best retrieval performance.

For this work, we aim not to investigate the identification of profile evidence for
candidates, but instead to determine which part of the candidates profiles should
be considered as quality expertise evidence. This is similar to the notion of qual-
ity documents that exists in the Web IR field, where techniques such as, to name
but a few, link analysis and URL length can be used as measures of the qual-
ity of a document. As mentioned in Section 1, the central idea of this paper is
to take into account a quality measure in assessing the documents within a can-
didate profile. In particular, we propose measures that predict the high quality
expertise evidence in a candidate’s profile. The central hypothesis of this paper
is that by identifying and weighting quality expertise evidence in the candidate
profiles, the retrieval performance of the expert search system will be improved.
In this work we propose five different techniques for identifying high quality ex-
pertise evidence within a candidate profile. While all techniques depend on the
document, some techniques take into account the query, and/or the name of the
candidate. The techniques include Web IR techniques such as URL Length and
document Inlinks, as well as techniques that examine the proximity of the query
to occurrences of the candidate’s name, attempt to identify each candidate’s home
page, and lastly determine if a document is about a central interest of a candidate
by using clustering. These are detailed in Sections 3.1-3.4 below.

We can compute a score for each of the above sources of evidence of a qual-
ity document in a candidate profile, which is denoted as Qscore(d, C, Q), and
integrate it with the expCombMNZ voting technique as follows:

score cand(C, Q) = ‖R(Q) ∩ profile(C)‖ (2)

·
∑

d ∈ R(Q)∩ profile(C)

exp(score(d, Q) + ω · Qscore(d, C, Q))

where ω is a parameter. Note that if Qscore is 0, then the candidate still re-
ceives a vote equivalent to the relevance score of the document. In this way, no
expertise evidence is removed and the principle of accumulation of evidence is
upheld. Note also that Equation (2) is only one way in which the measures of
quality could be integrated - other ways may exist that might improve the over-
all effectiveness of the expert search system, but for the purpose of this paper
our main objective is to ascertain to which extent taking into account the qual-
ity evidence within a profile is important. In the remainder of this section, we
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detail each proposed technique for identifying quality documents, and explain
how they can be weighted and the resultant Qscore integrated into the applied
voting technique.

3.1 Candidate Homepages

Usually, the homepage of a person contains personalised information, particu-
larly about professional interests and role in the organisation, while in a research
environment, it may also contain the titles of their publications. If the corpus
contains webpages that could be seen as the candidate’s homepage, then we can
assume that this page has good evidence of the candidate’s expertise. We be-
lieve that this is a form of high quality evidence of expertise, which should be
weighted higher if it matches an expert search query.

Both the TREC W3C and CERC collections pose a problem for the iden-
tification of candidate homepages, for various reasons. In the W3C collection,
not all candidates are employed by the W3C and hence only some candidate
have homepages within the w3c.org domain, even though the URL location of
the homepages of the candidates that have them is fairly predictable. For the
CERC collection, not all staff have homepages, and the form of the URL of these
vary from person to person. Some employees have personal homepages that they
maintain, while others have just database-managed pages detailing their research
interests. However, the problem here is that these are difficult to identify from
the URL structure, due to the compartmentalised nature of the CSIRO organi-
sation (e.g. different research divisions), which is mirrored in the different URL
hosts with different directory layouts in the corpus.

In this paper, we propose a general technique to identify homepages in both
of the test collections used. It is based on the assumption that pages such as a
candidate’s homepage (or the candidate’s research interests page) will often have
anchor text linking to that page containing predominantly the candidate’s name.
To identify these homepages, we firstly build an index for all documents that
consists only of the anchor text of the incoming hyperlinks to each document.
Then, for each candidate, we construct a phrasal search query using the exact
full name of the candidate. This query is then run on the anchor-text index,
giving a ranking of predicted homepages for each candidate, and a score for
the document as calculated by a document weighting model. For efficiency, this
procedure can be done offline, before retrieval. During expert search, votes from
the predicted homepage documents are strengthened.

We integrate this homepage evidence into the expCombMNZ voting technique
(Equation (2)) by calculating Qscore as follows:

QscoreHP (d, C, Q) = scoreAnchor(name(C), d) (3)

where scoreAnchor(name(C), d) is the score calculated by the document weight-
ing model on the anchor text only index, for document d and the query being
the name of the candidate. To remain consistent with score(d, Q), we use the
DLH13 document weighting model to generate scoreAnchor(name(C), d).
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3.2 Candidate-Name and Query Proximity

Some types of documents can have many topic areas and many occurrences of
candidate names (for instance, the minutes of a meeting). In such documents, the
closer a candidate’s name occurrence is to the query terms, the more likely that
the document is a high quality indicator of expertise for that candidate [6,16].

We define Qscoreprox(d, C, Q) in terms of the DFR term proximity docu-
ment weighting model [10]. The term proximity model is designed to measure
the informativeness in a document of a pair of query terms occurring in close
proximity. We adapt this to the expert search task and into the expCombMNZ
voting technique (Equation (2)), by measuring the informativeness of a query
term occurring in close proximity to a candidate’s name, as follows:

Qscoreprox(d, C, Q) =
∑

p=name(C)×t∈Q

score(d, p) (4)

Here p is a tuple of a term t from the query and the full name of candidate C.
score(d, p) can be calculated using any DFR weighting model [10], however, for
efficiency reasons, we use a model that does not consider the frequency of tuple
p in the collection but only in the document:

score(d, p) =
1

pfn + 1
·
(

− log2 (avg w − 1)! + log2 pfn!

+ log2(avg w − 1 − pfn)!
− pfn log2(pp) (5)

− (avg w − 1 − pfn) log2(p
′
p)

)

where avg w = T−N(ws−1)
N is the average number of windows of size ws tokens in

each document in the collection, N is the number of documents in the collection,
and T is the total number of tokens in the collection. pp = 1

avg w−1 , p′p =
1 − pp, and pfn is the normalised frequency of the tuple p, as obtained using
Normalisation 2 [10]: pfn = pf · log2(1 + cp · avg w−1

l−ws ). In Normalisation 2, pf
is the number of windows of size ws in document d in which the tuple p occurs.
l is the length of the document in tokens and cp > 0 is a hyper-parameter
that controls the normalisation applied to pfn frequency against the number of
windows in the document.

3.3 URL Length and Inlinks

In order to ascertain the high quality documents within a candidate profile, we
apply sources of evidence inspired by work in the Web IR field about measuring
the quality of a web page. In a Web IR setting, a document with many incoming
links is likely to be of good quality, and indeed, link information within Enterprise
settings has previously been found to be useful in intranet search [18,19].

In adapting this evidence to expert search, we assume that documents with
shorter URLs are of higher importance and quality in the organisation, and
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that evidence of expertise obtained from them is of more importance. Similarly,
documents with more inlinks are likely to be of good quality, and of more use in
an expert search system. Note that most link analysis techniques (e.g. PageRank
and Absorbing Model) have been shown to be strongly correlated to a simple
count of the number of incoming hyperlinks (inlinks) to each document [20]. For
this reason, in this paper we only use inlinks.

We follow Craswell et al. [14] by integrating URL path length and inlinks
into the expCombMNZ voting technique (Equation (2)) using two saturation
functions, respectively:

QscoreURL(d, C, Q) =
κ

κ + URLPathLength(d)
(6)

QscoreInlinks(d, C, Q) =
κ · β · Inlinks(d)
κ + β · Inlinks(d)

(7)

where URLPathLength(d) is the number of characters in the path component of
the URL of document d, κ is a parameter, Inlinks(d) is the number of incoming
hyperlinks to document d, and β = N∑

d Inlinks(d) , in which N is the number of
documents in the collection. The purpose of β is to ensure that the mean of the
inlinks distribution is 1.

3.4 Clustering of Candidate Profiles

Candidates can have many areas of expertise over the timespan of the organisa-
tion, and this can be measured as topic drift in their candidate profiles [9]. In this
work, we use clustering to identify the main interests of each candidate, particu-
larly for these prolific candidates. By clustering a candidate profile, the main ex-
pertise areas of the candidate should be reflected as the largest clusters. Votes for
the candidate to be retrieved by documents that are about one of the candidate’s
main interests (i.e. one of the larger clusters) should be higher weighted.

In particular, in this paper we use a single-pass clustering algorithm to cluster
the profiles of candidates who have more than θ documents in their profile. In the
clustering, the cluster distance is defined as the Cosine between the average of
each clusters. The clusters obtained are then ranked by the number of documents
they contain, and we select the largest K clusters as representatives of the central
interests of the expert. We integrate this evidence into the expCombMNZ voting
technique (Equation (2)):

QscoreCluster(d, C, Q) =
{ 1

cluster(d,C) if cluster(d, C) ≤ K

0 otherwise
(8)

where cluster(d, C) is the rank of the cluster in which document d occurred
for candidate C (largest cluster has rank 1). The above integration of cluster
expertise evidence into the voting technique strengthens votes from documents
which are found in larger clusters in the profile of candidate c, because the largest
clusters are assumed to be the candidate’s strongest expertise area. Note that if a
document d does not occur in the top K clusters, then QscoreCluster(d, C, Q)=0,
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i.e. its vote is not strengthened further. Moreover, if no clustering has been
applied for the candidate (i.e. they have less than θ documents in their profile),
then QscoreCluster(d, C, Q) = 0.

In the remainder of this paper, we experiment with the proposed techniques
for identifying quality evidence in the candidate profiles. In particular, we
define the experimental setup of our experiments in the next section. Results
and conclusions follow in Sections 5 and 6, respectively.

4 Experimental Setup

Our experiments are carried out in the setting of the Expert Search task of the
TREC Enterprise tracks, namely 2005, 2006 and 2007. For TREC 2005 and 2006,
the document collection used was a crawl of the World Wide Web Consortium
(W3C), a virtual Internet organisation responsible for HTML, XML standards
and the like. For TREC 2007, a different and more realistic corpus, known as
CERC, was introduced, which is a crawl of the website of Commonwealth Sci-
entific and Industrial Research Organisation (CSIRO). CSIRO is the national
government body for scientific research in Australia. In terms of measuring re-
trieval performance, we use the Mean Average Precision (MAP) measure for
all tasks. Moreover, for TREC 2005 and TREC 2006 for which there are gen-
erally more than 10 relevant candidates per-topic, we measure for Precision at
10 (P@10). In the CERC collection, in which there are typically less than 10
relevant candidates per topic, we measure Mean Reciprocal Rank (MRR).

Table 1. Statistics of the TREC W3C and CERC Enterprise research test collections

Statistic W3C CERC
# of Documents 331,037 370,715
# of Topics 99 50
# of Candidates 1,092 3,490
Average Profile Size (# of Documents) 913.2 217.7
Largest Profile Size (# of Documents) 88,080 62,285

The TREC W3C and CERC collections are indexed using Terrier [21], remov-
ing standard stopwords and applying the first two steps of Porters stemming
algorithm. Moreover, we add onto each document, the anchor text of the incom-
ing hyperlinks from other documents in the corpus. For the calculation of the
clustering Qscore, we apply K = 10 and θ = 30, because for prolific persons, 10
areas of expertise would seem intuitive for most people. The setting of all other
Qscore parameters is described in the following section. To identify the profile
of documents to represent each candidate, we search for each candidate’s full
name in the corpus. For the CERC test collection, where no initial list of candi-
dates is provided, candidates are initially identified by the presence of an email
address in the form firstname.lastname@csiro.au in the corpus. Statistics of
the W3C and CERC test collections are given in Table 1.
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5 Experimental Results

In our experiments, we are not focused on the particular integration of the
Qscore with expCombMNZ. Instead, we wish to see if any benefit is possible in
applying that evidence. For this reason, we firstly train to maximise MAP on
the set of topics being tested. Secondly, we use a more realistic setting, where for
TREC 2006 we train using the TREC 2005 topics, and for TREC 2007, we train
using the TREC 2005 and 2006 topics combined (even though it is not the same
corpus). Appendix 1 details the obtained parameters for all settings. Table 2
presents the results of our experiments. On the first row, the median MAP is
shown. Our baseline is the retrieval performance achieved by applying DLH13
with expCombMNZ. It can be seen that this baseline is markedly above the
median performance of all participating groups (except MRR for TREC 2007).
In particular, for TREC 2005 and TREC 2006, this baseline would have been
ranked in the top three automatic title-only runs, and in the top four for TREC
2007 automatic title-only runs. The remainder of the table presents the retrieval
performance of each proposed technique for identifying quality expertise. For the
columns denoted ‘/test’, the parameters have been trained on the test set, while
‘/train’ denotes when the parameters were trained using a separate test set of
topics, as detailed above.

Table 2. Results for TREC 2005, 2006 and 2007 expert search tasks, when trained
on the test set. Significant increases over the baseline are denoted > (p < 0.05) and
� (p < 0.01) respectively. ‘/test’ and ‘/train’ denote whether the parameters for the
quality evidence techniques were trained using the test set or a separate training set.

TREC Year 2005/test 2006/test 2006/train 2007/test 2007/train
MAP P@10 MAP P@10 MAP P@10 MAP MRR MAP MRR

Median 0.1402 - 0.3412 - 0.3412 - 0.2468 0.5011 0.2468 0.5011
Baseline 0.2040 0.3100 0.5502 0.6837 0.5502 0.6837 0.3519 0.4730 0.3519 0.4730
+ Prox 0.2155 0.3200 0.5621> 0.6878 0.5427 0.6551 0.4319� 0.5742� 0.3688 0.4891
+ URL 0.2232� 0.3300 0.5565 0.7020 0.5657 0.7000 0.3779> 0.5309> 0.3683 0.5015
+ Inlinks 0.2212� 0.3540� 0.5600 0.6857 0.5522 0.6755 0.3654 0.4847 0.3474 0.4778
+ Clusters 0.2324> 0.3420 0.5517 0.6816 0.4830 0.6020 0.3915> 0.5400 0.3584 0.4726
+ Homepage 0.2040 0.3100 0.5530 0.6837 0.5501 0.6837 0.3885 0.5334 0.3463 0.4569

On the optimal setting (‘/test’), the Proximity quality evidence performs well,
particularly on the CERC collection. URL and Inlinks evidence also appear to
be reliable at discriminating between high and low quality expertise evidence
in the candidate profiles. For the homepage, the results are mixed: it improves
retrieval performance on the TREC 2007 collection (suggesting that many of the
CSIRO experts do have homepages); for TREC 2005 and 2006, there are only
minor differences in performance. By further examination of the W3C corpus,
there are only 58 candidates from the 1092 in the collection are staff mem-
bers of the W3C, therefore this evidence does not apply well in this case. Lastly,
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the clustering provides significant improvements for MAP on the TREC 2005
and TREC 2007 topic sets, while for TREC 2006 there is little change. For the
plausible training (‘/train’), Table 2 shows the performance is slightly less than
the optimal training, the results are still similar. In particular, proximity and
URL are the best indicators, followed by clustering. Again, the homepages and
inlinks did not bring much difference in retrieval performance. The slightly lower
performance of the clustering on TREC 2007 is explained by the fact that the
combined TREC 2005 + 2006 topics are not a good training set for this quality
evidence.

Overall, as mentioned above, our main aim was not to propose how to combine
the quality evidences with the proposed voting technique. However, given that
the retrieval performance could be improved in the future by better combinations
and further training of parameters, some of the proposed quality evidences, such
as proximity and clustering, seem very promising. In particular, the best setting
for proximity on the TREC 2007 topics would have been ranked 2nd out of the
submitted automatic title-only runs that year.

6 Conclusions

In this paper we have proposed five techniques to predict the quality of docu-
ments within a candidate’s profile in the expert search task. We have thoroughly
tested these techniques using two test collections and three TREC topic sets.
The experiments show that among them, the novel clustering and proximity
techniques seem very promising. However, in contrast to Web search settings,
various Web IR features such as URL and Inlinks did not exhibit large increases
in performance.

It is of interest that in the field of Web IR, it is natural to learn document
features based on their occurrence in a set of relevance assessments. However,
in the expert search task only the final outcome of the expert search system is
evaluated. None of the three important performance-affecting factors described
in this paper (see abstract, Sections 1 & 3) can be directly evaluated, making it
particular difficult to have a complete overview of the performance of the system.
While the initial steps taken in [22] work towards a more complete evaluation,
perhaps in the future, the evaluation methodology can evolve to provide enough
details such that a thorough failure analysis can be conducted and conclusions
can be drawn about all components of an expert search system.
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Appendix 1: Parameters

Table 3. Trained parameters, headings are as in Table 2: Proximity trained using
manual scanning; other techniques trained using simulated annealing process for MAP

TREC Year 2005/test 2006/train 2006/test 2007/train 2007/test
Prox ω = 1 ws = 20 cp = 0.1 ω = 1 ws = 10 cp = 0.01 ω = 1 ws = 20 cp = 0.0001 ω = 0.5 ws = 200 cp = 1
URL ω = 14.12 κ = 99.78 ω = 12.22 κ = 70.03 ω = 8.27 κ = 9.82 ω = 18.41 κ = 85.44
Inlinks ω = 5.88 κ = 0.39 ω = 3.04 κ = 3.31 ω = 4.55 κ = 0.59 ω = 5.74 κ = 2.13
Clusters ω = 6.50 ω = 0.80 ω = 3.87 ω = 1.74
Homepage ω = 0.004 ω = 0.067 ω = 0.03 ω = 0.25
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