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Abstract. We simulate different architectures of a distributed Information 
Retrieval system on a very large Web collection, in order to work out the 
optimal setting for a particular set of resources. We analyse the effectiveness of 
a distributed, replicated and clustered architecture using a variable number of 
workstations. A collection of approximately 94 million documents and 1 
terabyte of text is used to test the performance of the different architectures. We 
show that in a purely distributed architecture, the brokers become the bottleneck 
due to the high number of local answer sets to be sorted. In a replicated system, 
the network is the bottleneck due to the high number of query servers and the 
continuous data interchange with the brokers. Finally, we demonstrate that a 
clustered system will outperform a replicated system if a large  number of query 
servers is used, mainly due to the reduction of the network load. 

1   Introduction 

Retrieval systems based on a single centralized index are subject to several 
limitations: lack of scalability, server overloading and failures [6]. Therefore, given 
these facts, it seems more appropriate to turn to the distributed Information Retrieval 
(IR) systems approach for the storage and search processing. 

In a distributed search environment, there are usually two basic strategies for 
distributing the inverted index over a collection of query servers. One strategy is to 
partition the document collection so that each query server is responsible for a disjoint 
subset of documents in the collection (called local inverted files in [13]). The other 
option is to partition based on the index terms so that each query server stores 
inverted lists corresponding to only a subset of the index terms in the collection 
(called global inverted files in [13]). The study in [15] indicates that the local inverted 
file organization uses system resources effectively, provides good query throughput 
and is more resilient to failures. 

From the database point of view, a distributed information retrieval system could 
follow a single database model or a multi-database model [4]. In the single database 
model, the documents are copied to a centralized database, where they are indexed 
and made searchable. In a multi-database model, the existence of multiple text 
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databases is considered explicitly, and at the same time, each database could have the 
inverted index distributed. 

This work is a case study of different architectures for a distributed information 
retrieval system on a very large Web collection. The SPIRIT collection (94,552,870 
documents and 1 terabyte (TB) of text) [10] is used for the simulation of the 
distributed IR system. We partition the collection of documents using a local inverted 
file strategy, and we test the response times for different configurations. Although the 
timings obtained depend on the specific system simulated [1], the trends and 
conclusions should be independent of the system used. In this way, our study works 
out the required resources and the best architecture to handle a very large collection of 
data, like SPIRIT. We believe that this work is a step along the recent trend in 
building very large collections for Web IR, like the TREC Terabyte track1 initiative.  

The improvements in the performance of a single database model are examined in 
a distributed and replicated system. Also, the effects of a multi-database model are 
tested through a clustered system. 

We start by presenting the related work. In Section 3, we describe the simulation 
models used (analytical, collection and distributed models). Next, we describe the 
simulations performed for the different architectures: distributed, replicated and 
clustered system, and the results obtained. Finally, the main conclusions are 
presented. 

2   Related Work 

The work on architecture performance is the most directly related to this paper. 
Several articles [2], [5], [12] analyze the performance of a distributed IR system using 
collections of different sizes and different system architectures. Cahoon and 
McKinley in [3] describe the result of simulated experiments on the distributed 
INQUERY architecture. Using the observed behaviour for a mono-server 
implementation, they derive the performance figures for a distributed implementation, 
proving it to be scalable. 

The previous work for distributing the inverted index over a collection of servers is 
focused on the local and global inverted files strategies [13], [15], showing that the 
local inverted file is a more balanced strategy and a good query throughput could be 
achieved in most cases. 

Our work is focused on the performance evaluation of several distributed 
architectures using a massive cluster of workstations (up to 4096) and identifying the 
limitations of each model. The novelty of this work relies on the size of the collection 
represented (1TB of text) and the large number of workstations simulated. This work 
is especially related to [3] and [13], but it differs mainly in three points. First, the 
probabilistic model is considered and therefore, disjunctive queries are used in the 
system (without the reduction in the answer set provided by the conjunctive 
operations). Second, a simple analytical model is developed initially for a single-
database/single-server environment (similarly to [13]), and this will be the basis for 
the simulation of the distributed IR systems, composed of multiple query servers 
(similarly to [3]). Third, initially the results of the analytical model are tested using 
                                                           
1  http://www-nlpir.nist.gov/projects/terabyte/ 
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the TREC WT10g collection and the set of the topic relevance queries from TREC10 
[7]. Next, a document collection of 1TB and its queries are modelled in order to 
obtain more generic results. 

3   Simulation Model 

To explore the performance of different architectures for a distributed IR system, we 
implemented a discrete event-oriented simulator using the JavaSim simulation 
environment [11]. 

The simulation model defined in this work is divided into three parts. Initially an 
analytical model has been developed for the simulation of a simple IR system based 
on the WT10g collection and its set of real queries using a single server. Next, a 
collection model is defined to simulate, in general, the behaviour of any collection of 
documents and in particular, a new collection composed of 94 million documents and 
1TB of text. Finally, the basic IR model is extended to a distributed IR model defining 
the behaviour of a local area network of computers and modelling the tasks of the 
query brokers and the query servers. 

3.1 Analytical Model 

In this section, we describe a simplified analytical model for the querying process in 
the IR system described in [1], using the WT10g collection and the set of queries used 
for TREC10 [7]. This analytical model is similar to the one described in [13]. 

A series of experiments were carried out to identify and estimate the basic 
variables and critical parameters of the analytical model. The notation for these 
variables and parameters is provided next: 

 
qi: vector of keywords for the ith query. 
ki: number of keywords in query qi. 
dk: number of documents of the inverted list for keyword k. 
ri: number of results obtained in query qi. 
tc1: first coefficient for the time to compare two identifiers and swap them. 
tc2: second coefficient for the time to compare two identifiers and swap them. 
ti: initialisation time, including memory allocation and output display. 
ts: average seek time for a single disk. 
tr: average time to read the information about one document in an inverted list 

and do its processing (seek time is excluded). 
ti: total time (in milliseconds) to complete processing of the query qi. 
 
Once the query server receives the query vector qi for processing, it reads from disk 

the inverted lists associated with the ki keywords, whose length is given by dk. Then 
the inverted lists are merged and sorted to form the answer set whose length is given 
by ri. Previous works [13] have modelled this using a linear relationship, but from our 
experiments, a logarithmic model seems to fit more accurately as the number of 
results increases (coefficients tc1 and tc2). Hence, the time to merge and sort n results 
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(tc) is calculated as: )ln(21 ntcntctc ×+×= (versus the linear model used in [13] 

ntctc ×= 1 ). 

The processing of a query is divided into four phases: an initialization phase, 
seeking disks, reading the inverted lists from disk and assigning weights to 
documents, and obtaining the answer and ranking the results. Therefore, the 
processing time for a query qi is ti, given by: 

∑
∈

×+×+×+=
iqk irtctrkdtsiktiit .  

In this analytical model, the parameters dk and ri have to be estimated accurately. 
We evaluate the accuracy of the estimation by processing the topic relevance queries 
from TREC10’s Web track with a real IR system [1] in order to obtain the exact 
number of results for each query and the exact number of documents associated with 
each of the inverted lists retrieved. 

The accuracy of the analytical model was confirmed comparing the response times 
of the real IR system for the queries number 501 to 550 from the WT10g collection 
(the parameter values used are: ti=1400ms, ts=0.03ms, tr=4.0208µs, tcs, tc1=0.000131, 
tc2=0.000096; qi, ki, dk, ri depend on the collection modelled or simulated, as described 
in the next section). 

3.2 The Spirit Collection Model 

The basic analytical model defined for the WT10g collection will be extended to work 
with synthetic databases and queries. The objective is to simulate the so-called 
SPIRIT collection, composed of approximately 94 million Web documents and 1TB 
of text, although no queries and relevant assessments exist for the moment [10]. We 
divide this collection in 72 sub-collections and we use the statistical information 
(vocabulary size, document size, etc.) of one of them to model the whole collection. 

Document Model 
For the document model, we first study the main parameters of one of the sub-
collections, and using this as a basis, the values for the whole SPIRIT collection are 
estimated. In Table 1, we provide the definition for the parameters considered. 

 

Table 1. Parameters for the document model. The real values were obtained from a SPIRIT 
subcollection and the estimated values represent the whole SPIRIT collection 

Parameter Real values Estimated values Description 
D 1,221,034 94,552,870 The number of documents 
W 456 456 Average words per document 
T 4,301,776 73,689,638 Total words in V, i.e. T = |V| 

F(w) Z1(w) Z2(w) Pr(word = w) 
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The first column describes the parameters that represent a database of documents. 
The database consists of a collection of D documents. Each document is generated by 
a sequence of W independent and identically distributed words. V represents the 
vocabulary, where each word is uniquely identified by an integer w in the range 1 ≤ w 
≤ T, where T = |V|. The probability distribution F describes the probability that any 
word appears and, for convenience, is arranged in decreasing order of probability. 

The second column of the table represents our base case scenario and the values 
are obtained from one fraction of the SPIRIT collection. To define a specific 
probability distribution Z1 of F, a distribution is fitted to the rank/occurrence plot of 
the vocabulary, and then normalized to a probability distribution. The regression 
analysis performed confirms that the quadratic model fits better the real distribution 
(R = 0.99770) versus the linear model representing the Zipf’s law (R = 0.98122). The 
quadratic model is similar to Zipf’s, although in previous works [15], it has proved to 
match the actual distribution better. Given the quadratic fit curve, the form of the 
probability distribution Z1(w) is obtained from the quadratic model, divided by a 
normalisation constant [15]. 

The third column of Table 1 shows the values for the parameters of the whole 
SPIRIT collection. The number of documents in the collection is 94,552,870. The 
average number of words per document is supposed to remain stable. Therefore, the 
same value as the base case was chosen. 

The size of the vocabulary of a collection of documents matches the Heaps law [8], 
with K = 4.60363 and β = 0.6776. Therefore, an approximation of 73,689,638 unique 
terms for the whole collection is obtained. 
Finally, a different probability distribution is provided for the whole collection. Given 
the quadratic fit curve previously described, a new normalization constant is defined 
for the new vocabulary size (Ө = 4.294476 × 108). 

Query Model 
A query is a sequence of terms (t1,…,tk) generated from K independent and identically 
distributed trials from the probability distribution Q(t). Actually, in our simulation 
study the number of terms is selected uniformly between 1 and 4 terms per query. In 
Table 2 a description of each parameter and the base values chosen are presented. 

The most realistic query model is the skewed query model [9], where Q is 
modelled assuming that the probability of a term occurring in a query is proportional 
to that term’s frequency in vocabulary. The probability distribution Q(t) for the 
skewed query models is: (where C represents a normalization constant) 

suand
Tsu

sTi
iZCwhere

otherwise

TsutsTiftZC
tQ 2

)(
)(1

0

)()(
)( ≥∑

−

=
×=

−≤≤×
=




. 

The parameters u and s affect the probability that a term appears in a query. As u 
decreases, the probability of choosing a word of high rank increases. Words of high 
rank are highly repeated in the documents of the collection. Therefore, if u is too 
small, the queries will retrieve a large fraction of the documents. On the other hand, if 
u is too large, the answer sets will be too small [9]. The parameter s is introduced to 
avoid the effect of the first words in the rank, i.e. stopwords, which increase 
excessively the number of results obtained. As s increases more words from the top 
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rank are considered to be stopwords, and therefore are not used as query terms. In all 
our simulations the values for these parameters are: u = 0.01 and s = 0.00007. 

Table 2. Parameters for the query model 

Parameter Value Description 
K [1-4] The number of terms per query 

Fq(t) Q(t) Pr(term = t) 
u  The fraction of T used in the query terms 
s  The fraction of T skipped for the query terms 

 
At certain points in the simulation, we will need to know the expected size of an 

inverted list and the expected size of an answer set. Let us assume a query with terms 
t1,…, tk that is executed in a collection (or sub-collection) of documents of size 
Documents. If we are considering the whole collection Documents = D, but in a 
distributed environment, Documents corresponds to the number of documents covered 
by each of the distributed indices. So, the number of documents of an inverted list for 

term ti will be [15]: ]))(1(1[ W

itZDocuments −−× . 

Consequently, the expected size of the answer set for a query with terms t1,…,tk 
(supposing a disjunctive query) is: 

]))(1())1(1(1[ WW

ktZtZDocuments −××−−× … .  

In order to test the accuracy of the described SPIRIT document collection, a 
simulation was performed to replicate the results for the WT10g collection, with the 
analytical model. The results showed that the simulations using the skewed query 
model produce on average similar response times as the real queries. Although the 
fluctuations of the real queries are not present in the skewed query model, this model 
can be considered quite accurate for the average response times. 

3.3 Distributed Model 

In a distributed IR system, the queries are stored on a global queue, which is 
controlled by one or more central brokers. Each broker will take one query and will 
send it to all the query servers through a network, in a local index organization [13]. 
Each query server then processes the whole query locally, obtains the answer set for 
that query, ranks the documents, selects a certain number of documents from the top 
of the ranking and returns them to the broker. The broker collects all the local answer 
sets and combines them into a global and final ranked set of documents. 

We assume that the system is operating in batch mode and that there are always 
enough queries to fill a minimum size query processing queue (by default, 50 
queries). 

The analytical model previously described is now extended to support a distributed 
IR system, with local index organization. Some new parameters are defined: 
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Table 3. Parameters for the distributed model 

Parameter Value Description 
LANOverhead 0.1ms Network overhead for each packet sent 
LANBandwidth 100Mbps Network speed (in bits per second) 

QuerySize 100 bytes Number of bytes sent from the broker to the query 
servers for each query request 

DocAnswerSetSize 8 bytes Number of bytes per document sent in the local 
answer sets (document id and document ranking) 

 
 dk,j: number of documents of the inverted list for keyword k on query server j. 
 ri,j: number of results obtained for query qi on query server j. 
 trmax: maximum number of top ranked documents returned as the local answer set 

(we consider the top 1000 documents only). 
 tri,j: number of documents from the top ranking in query qi returned as the local 

answer set for query server j. 
 ti,j: total time to complete the processing of query qi at query server j. 
 rqi,j: time to receive the query qi for the query server j. 
 rai,j: time to receive the local answer set for query qi from the query server j. 
Therefore, the time for the query server j to process the query qi is given by: 

∑
∈

×+×+×++=
iqk jirtctrjkdtsiktijirqjit ,,,, .  

The parameters dk,j and ri,j are estimated through the collection model parameters dk  
and ri  respectively, described in the previous section. 

As soon as the broker has received all the local results from all the query servers, it 
must combine them to obtain the final answer set. Therefore, the total processing time 
for query qi could be given by: 

∑ ×++=
j

tcjitrjira
ji

tit ,),max()
,

max( .  

The problem is that the parameters rqi,j and rai,j can not be estimated using an 
analytical model as they depend directly on the network load of each moment. 
Therefore, it is necessary to capture the behaviour of the network to represent 
accurately the response times of a distributed IR system. 

In our case, the system will contain a single LAN that will be simulated by a single 
FCFS infinite length queue. This LAN will manage all the messages sent by the 
brokers to the query servers and the answers from the query servers to the brokers. 
The service time for a request is calculated by the equation: 

( ) 100018/ ×−×+ dhLANBandwitgthRequestLendLANOverhea .  

The values and description for the parameters used in the simulation of the network 
are described in Table 3. The RequestLength parameter depends on the type of 
message sent. If a query is sent to the query servers, the value of the QuerySize 
parameter will be used. If the local answer for query qi set is sent from query server j 

to the broker, then the length of the packet will be: etSizeDocAnswerSjitr ×, . 
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4   Simulation Results 

This section describes the results of several experiments developed using the 
simulation model described in the previous section. The objective is to determine 
different approaches for the distribution and replication of the collection using a 
bunch of query servers and compare the performance between the different 
configurations. 

All the simulations are based on the 1TB SPIRIT collection model [10]. The 
queries have been modelled using the skewed query model and following a worst case 
scenario: each query will retrieve on average approximately 8.4 million documents 
(9% of the whole collection). A batch of 50 queries is used to test the performance, 
and for each different configuration, 5 different simulations (with distinct initial 
seeds) are run, and the average values for the execution times are calculated for each 
query. 

Initially, a purely distributed system is examined. Next the effects of the 
replications are analyzed and then, we examine possible configurations of a clustered 
system (based on an asymmetric distribution and replications). 

4.1 Distributed System 

In this set of experiments, the collection of documents is distributed using the local 
index organization over N query servers, where N = 1, 2, 4, 8, 16, 32, 64, 128, 256, 
512, 768 and 1024. Initially, the number of brokers for the distributed IR system is set 
to one, and next is increased to 2, 3 and 4. The results are displayed in Fig. 1. 
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Fig. 1. Throughput for the simulation of a distributed IR system with local index organization 
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Table 4. Estimated time (mm:ss) to process 50 queries by the distributed system (3 brokers) 

Query servers Time Query servers Time 
1 46:01 64 02:00 
2 24:40 128 01:35 
4 13:20 256 01:23 
8 07:37 512 01:17 

16 04:36 768 01:15 
32 02:53 1024 01:15 

 
The optimal performance is achieved when two or more brokers are used (see 

Fig. 1). In fact, with less than 512 query servers, two brokers are able to provide 
continuously queries to the servers, and so, the performance of the system is 
maximised. However, there is still a bottleneck with 768 or 1024 query servers, with 
inactivity periods that will reduce the throughput. Three brokers will provide the 
maximum throughput, and no benefit is obtained if the number of brokers is 
increased. 

The bottleneck in the brokers is due to the number of local answer sets received 
from all the query servers that must be sorted. Therefore, increasing the number of 
query servers will benefit the processing time in the query servers as each server 
reduces the size of its index. On the other hand, the brokers will receive more local 
answer sets to be merged in the final result set. In fact, if the number of query servers 
is high enough, the performance will start descending at a certain point, independently 
of the number of brokers used. 

Working with an optimal configuration of three brokers, Table 4 provides an 
estimation of the expected time in minutes to process 50 queries by a distributed IR 
system, using from 1 to 1024 query servers. 

Without any improvements, the throughput tends to be stabilised around 0.64 
queries/second with 512 query servers, with minor improvements as the number of 
servers increases (0.66 queries/second with 1024 query servers). 

4.2 Replicated System 

A replicated system is composed of one or more distributed IR systems. Each 
distributed system indexes the whole collection, and all the distributed systems 
replicated have the same number of query servers. In this case, the distributed system 
previously described could be seen as a replicated system, with only one replica. 

In a replicated system, the brokers must decide initially which replica will process 
the query, and then broadcast the query to all the query servers in the replica. The 
objective of the selection of the replicas is to balance the load through all the replicas 
to obtain an optimal performance for the whole system. In our case, a round robin 
policy is used to distribute the queries to the replicas. Each broker will select a 
different initial replica and for each following query the next replica is selected. 

Firstly, the optimal number of brokers required in a generic replicated system is 
analysed. To study this, a set of replicated systems was simulated, changing the 
number of brokers used. A summary of the results is provided in Table 5. 
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Table 5. Throughput (queries per second) for different replicated IR systems. The “Query 
servers” column represents the number of servers per replica. Each column indicates the 
number of replications (R) and the number of brokers used (B) 

Query 
servers 

R=1 
B=3 

 
B=4 

R=2 
B=5 

 
B=6 

 
B=6 

R=3 
B=7 

 
B=8 

 
B=8 

R=4 
B=9 

 
B=10 

1 0.02 0.03 0.03 0.03 0.05 0.05 0.05 0.06 0.06 0.05 
2 0.03 0.05 0.06 0.06 0.08 0.09 0.08 0.11 0.11 0.11 
4 0.06 0.1 0.11 0.11 0.14 0.15 0.16 0.19 0.19 0.2 
8 0.11 0.18 0.2 0.2 0.27 0.27 0.29 0.35 0.36 0.36 

16 0.18 0.3 0.34 0.35 0.47 0.47 0.52 0.61 0.64 0.63 
32 0.29 0.5 0.53 0.55 0.73 0.77 0.8 0.98 0.99 0.99 
64 0.41 0.75 0.78 0.81 1.1 1.18 1.1 1.46 1.48 1.47 

128 0.52 1 0.98 1 1.46 1.42 1.4 1.95 1.93 1.9 
256 0.6 1.17 1.16 1.18 1.72 1.7 1.73 2.2 2.18 2.26 
512 0.64 1.19 1.24 1.27 1.6 1.78 1.81 1.95 2.05 2.13 
768 0.66 0.96 1.24 1.29 1.17 1.42 1.46 1.26 1.45 1.47 

1024 0.66 0.85 0.99 1.07 1.06 1.08 1.11 1.11 1.13 1.13 
 
Initially, a two replications system is simulated, testing different number of 

brokers. With only four brokers, there is a reduction in the performance, following the 
pattern of the basic distributed system with two brokers (decreasing with 768 or 1024 
hosts per replica). While, with five brokers the maximum throughput is achieved, an 
increase in the number of brokers will slightly increase the performance (and 
simultaneously, the network load). 

The case of the systems with three and four replications is quite similar. With six 
and eight brokers, there is a decrease in the performance for more than 512 hosts, 
reproducing the behaviour of one unique distributed system. As in the previous case, 
one more broker is sufficient to avoid the bottleneck and serve properly all the 
servers. 

Generally, for the configurations simulated, the number of brokers necessary to 
operate a generic replicated system, with R replicas, is given by: 2R + 1. With 2R 
brokers there is still a bottleneck when the number of query servers is high, and this 
extra broker will reduce the idle times in the hosts. If the number of replications is 
further increased, more extra brokers would be necessary to maintain throughput at 
the same levels. 

Another important point in the replicated systems is the relation between the 
throughput and the number of replicas. If a basic distributed system has a throughput 
of T queries/minute, then the expected throughput for a system with R replicas will be 
T*R. This is coherent with the results obtained in Table 5, especially considering 128 
or less query servers per replica. In this case, the throughput obtained for the different 
replicated systems, with the optimal number of brokers (or more), is slightly below 
the theoretical value. This is due to the round robin distribution policy used in the 
brokers, as it can lead to some small periods of inactivity at certain replicas. In future 
works, some other distribution policies can be analysed in order to improve the 
throughput up to the optimal theoretical value, similar to the one used in [12]. 



404         F. Cacheda, V. Plachouras, and I. Ounis 

 

Note that if more than 256 query servers are used per replica, the performance of 
the system starts to decrease rapidly. If the total number of query servers in the 
system (considering all the replicas) is beneath 1000, the performance is improved 
with each new replica added. However, if the number of query servers is over this 
limit, the performance decreases, especially as more replicas are included in the 
system. In fact, a system with 4 replicas of 1024 query servers has a worse throughput 
than a system with 4 replicas of 64 servers each. 

This loss of performance is due to the network. Each replication adds more hosts to 
the network, which is used intensively to send the results back to the brokers. As a 
consequence, the network latency is greatly increased with each new replica added, 
converting the network to the bottleneck for the whole system. In a system with one 
replica and 1024 query servers, each byte will reach its destination in 0.36 ms on 
average. However, in a system with four replicas and 1024 query servers per replica, 
the time each byte needs to reach its destination increases 10 times. Hence, all the 
messages sent through the network are highly delayed producing inactivity periods on 
both, the query servers and the brokers. 

4.3. Clustered System 

A clustered system is divided into groups of computers, where each group operates as 
an autonomous distributed and replicated IR system. Each cluster can be composed of 
a different number of query servers. We assume that each cluster is responsible for 
one disjoint part of the whole collection of documents, and each cluster could use 
distribution and replication to store its respective index. 

The brokers are global for the whole IR system. First, a broker must determine the 
appropriate cluster for each query and then should broadcast the query to the selected 
clustered system. If the cluster supports replication, then the broker will also decide to 
which replica the query will be sent (e.g. by using the round robin policy). 

Different commercial Web IR systems claim to use a clustered system adapted to 
the distributions of the queries received (e.g. AllTheWeb). Therefore, the objective of 
these experiments is to test if the performance of a replicated IR system could be 
improved using a clustered system fitted to a distribution of queries, and how the 
changes of this distribution will affect the performance. 

In the work by Spink et al. [14], a set of real queries of Web users is categorized 
into 11 different topics. Moreover, the variations in the percentage of queries for each 
topic are analyzed in three different years: 2001, 1999 and 1997. Table 6 provides a 
summary of the 11 topics and the percentage of queries through the different years. 

In the simulated systems, once a query is generated, it is automatically assigned to 
a topic using these distributions values. In these simulations, the number of queries is 
increased to 200 in order to examine the whole range of topics, and the queries will 
retrieve 3 million documents on average to fit the size of the clusters. 

In these experiments, we assume that each topic is indexed in a different cluster. 
The collection is divided into 11 sub-collections with an inverted file of 
approximately the same size, that is 8.5 million documents and, therefore, the 11 
clusters defined will index the same number of documents, although using a different 
number of servers. 
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Table 6. Distribution of queries across general topic categories, and configurations for the 
clustered systems simulated 

Topics 2001 1999 1997 Config 1 Config 2 

Commerce 24.755 % 24.73 % 13.03 % 8 * 4 63 * 4 
People 19.754 % 20.53 % 6.43 % 6 * 4 51 * 4 
Non-English 11.355 % 7.03 % 3.84 % 5 * 3 39 * 3 
Computers 9.654 % 11.13 % 12.24 % 4 * 3 33 * 3 
Pornography 8.555 % 7.73 % 16.54 % 5 * 2 44 * 2 
Sciences 7.554 % 8.02 % 9.24 % 5 * 2 38 * 2 
Entertainment 6.655 % 7.73 % 19.64 % 4 * 2 34 * 2 
Education 4.554 % 5.52 % 5.33 % 6 * 1 47 * 1 
Society 3.955 % 4.43 % 5.44 % 5 * 1 41 * 1 
Goverment 2.054 % 1.82 % 3.13 % 3 * 1 21 * 1 
Arts 1.155 % 1.33 % 5.14 % 2 * 1 12 * 1 

 
The base sub-collection of 8.5 million documents has been distributed over N 

query servers, where N = 1, 2, 4, 8, 16, 32, 64, 128, 256 and 512. The throughput 
matches the previous results displayed in Fig. 1, with an optimal configuration of two 
brokers. 

Roughly speaking, two different configurations have been tested for the clustered 
system. The first one has 128 query servers and the second one has 1024 query 
servers. Each cluster is assigned a number of query servers proportional to the 
percentage of queries that it should receive (see Table 6). 

For the first configuration, the baseline is a replicated IR system, with 4 
replications of 32 query servers each. On the other side, the clustered system is 
configured in accordance with the distribution of the topics on the year 2001. In 
Table 6, the column “Config 1” describes the query servers assigned to each topic. 
The first number represents the number of the distributed query servers, and the 
second, the number of replicas in each cluster. 

Figure 2 presents the box diagram for the response time for the first 100 queries 
processed by the tested systems. All the systems were tested for queries following the 
topics of years 2001, 1999 and 1997. Obviously, the performance of a replicated IR 
system does not depend on the type of queries (the baseline is independent of this 
factor), and the response times for the clustered system with 128 servers are labelled 
“Config 1-2001”, “Config 1-1999” and “Config 1-1997”, respectively. 

The first clear conclusion is that the clustered system does not outperform a 
replicated system. The replicated system will process one query on 4682 milliseconds, 
while the clustered system optimally configured for the 2001 queries will just process 
one query in 7806 milliseconds (approximately the same performance as a system 
with two replicas of 64 servers). On the contrary, the clustered system reduces greatly 
the network load with 0.0008 ms/byte, vs. the replicated system with 0.0044 ms/byte. 

On the other hand, the clustered system seems sensitive to the changes in the topics 
of the queries through the time. For the queries of the year 1999, the performance is 
nearly the same, 8068 milliseconds per query, while for the 1997, queries the 
performance drops to 9212 milliseconds per query. In fact, the higher differences for 
the topic distributions are between the years 2001 and 1997 (see Table 6). 
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Fig. 2. Clustered IR system vs. a replicated IR 
system. Configuration 1: 128 query servers 

Fig. 3. Clustered IR system vs. a replicated IR 
system. Configuration 2: 1024 query servers 

Also, the presence of atypical data reflects the effect of the changes in the topics 
through the time. In fact, the baseline also happens to have some atypical data but 
very near the confidence interval, due to the distribution of the queries over many 
servers. In a clustered system, with a reduced amount of hosts per cluster, some heavy 
queries will produce higher response times. This is more notable when the topics of 
the queries are changed (1997 queries), because the smaller clusters may have to cope 
with a higher number of queries than initially expected. 

In the second configuration, the 1024 query servers of the clustered system are 
assigned according to the values reflected in Table 6, on the column labelled 
“Config 2”. The baseline in this case, is a replicated system with 4 replicas of 256 
query servers each. As for the previous case, the clustered system and the replicated 
system have processed the queries matching the 2001, 1999 and 1997 distributions. 
Fig. 3 shows the box diagram for the response time for the first 100 queries processed 
for all these systems. 

In this case, the clustered system outperforms the baseline, for all the years of the 
query distributions. The replicated system has a performance of 3313 milliseconds per 
query, while the clustered system for the 2001 queries will process one query in 2665 
milliseconds on average. Regarding the network load, while the replicated system 
needs, on average, 0.112 milliseconds to send one byte, the clustered system uses only 
0.007 milliseconds per byte, on average. 

This configuration is also sensitive to the changes in the topics of the queries, but 
to a smaller degree. For the 1999 queries, the performance is slightly better, 2630 
milliseconds per query, but with the 1997 queries the performance drops to 2938 
milliseconds per query (still outperforming the baseline). 

In this configuration, the increase in the number of query servers augments the 
distribution of the local indexes and therefore, the increase in the response times is 
less significant. At the same time, the different clusters can support more easily the 
changes in the query topics through the time. In this configuration, for the 1997 
queries, the performance decreases by 9%, while with 128 query servers the 
throughput decreased by 14%. 
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5   Conclusions 

In this paper, we have described different architectures for a distributed IR system, 
analyzing the optimal design and estimating the maximum performance achieved with 
multiple configurations (from 1 up to 4096 query servers). We have studied the 
performance of a simulated distributed, replicated and clustered system on a very 
large Web collection, and we have established the bottlenecks and limitations of each 
possible configuration. 

Two main bottlenecks have been identified in a distributed and replicated IR 
system: the brokers and the network. The load on the brokers is mainly due to the 
number of local answer sets to be sorted (characteristic of a distributed system). 
Therefore, the load can be improved by reducing the number of documents included 
in the local answer sets by all the query servers, which can affect the precision and 
recall parameters. Another way is to reduce the number of local lists sent to the 
brokers, by designing more complex and elaborate distributed protocols. 

The network bottleneck is due to the high number of query servers and the 
continuous data interchange with the brokers, especially in a replicated IR system. 
The traffic over the network can be limited by reducing the number of results in each 
local answer set (with the additional benefit over the brokers) or compressing the 
local answer set before sending it. 

The analysis of the clustered systems indicates that the best throughput of these 
systems is achieved when a great number of query servers is used, outperforming a 
replicated system. A clustered system will reduce greatly the network load as only a 
fraction of the query servers will process and answer each query. Therefore, in a 
replicated system, the network load increases (and the throughput improvements are 
slowed) as the number of servers increases. While in a clustered system the 
processing times in the clustered query servers could be slightly higher, the local 
answers will reach faster the broker and the brokers will receive fewer answers, 
processing the final results more efficiently. 

However, the clustered systems must be configured a-priori based on the 
distribution of the queries that the IR system will receive. Therefore, to avoid negative 
effects on the performance, it is important to detect changes in the distribution of the 
queries through the time and re-configure the clusters of the system accordingly.  

In the future, we plan to study different solutions for the brokers and network 
bottlenecks (e.g. distributing the brokers) and their implications in the retrieval 
performance. Also, these results will be used to extend the basic actual IR system to a 
distributed system, and in general, we believe that the results in this paper are useful 
to any group interested in indexing a very large collection like SPIRIT. 
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